
 

 

 -RESEARCH ARTICLE- 

 

Artificial Intelligence (AI) Studies in Water Resources 

 

Murat Ay
1*

, Serhat Özyıldırım
2 

 

1
Department of Civil Engineering, Bozok University, Yozgat, Turkey 

2
General Directorate of Meteorology, Ankara, Turkey 

 

Abstract 

Artificial intelligence has been extensively used in many areas such as computer science, 

robotics, engineering, medicine, translation, economics, business, and psychology. Various 

studies in the literature show that the artificial intelligence in modeling approaches give close 

results to the real data for solution of linear, non-linear, and other systems. In this study, we 

reviewed the current state-of-the-art and progress on the modelling of artificial intelligence for 

water variables: rainfall-runoff, evaporation and evapotranspiration, streamflow, sediment, water 

quality variables, and dam or lake water level changes. Moreover, the study has also identified 

some future research possibilities and suggestions for modelling of the water variables. 
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Introduction 

Water whose chemical denotation is H2O is a vital substance, and water is signified with a 

chemical bond that is formed between two hydrogen elements and one oxygen element. 

Moreover, it exists in three cases: solid, liquid and gas in the nature (Brady & Holum, 1988). It is 

also said to be among the most important vital resources for all known life forms. Therefore, 

controlling of water, tracing and conservation should be among the priority work in order to 

know importance of water and to ensure its sustainability and to leave a world which will have 
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the clean water for future generations. Therefore, each country has to do some regulations about 

water resources and to protect her own natural environment.  

Hydrological processes can be regarded as a non-linear process in the nature (Chapra, 2008; 

Tayfur, 2011; Tayfur, 2017). At this point, it can be said that some variables such as streamflow 

and precipitation at different places have time-dependence parameter. Therefore, it is required to 

describe, analyze and interpret these non-linear processes. When algorithms and parameters of AI 

for modeling are formed appropriately, the created model yields both economic and fast as well 

as being nearly accurate results. This is one of the most important advantages of AI. Moreover, 

the accuracy and functionality of a model can be controlled with different recorded data sets. One 

of the important points is that a person controlling a model needs to be able to identify 

relationship in the hydrological processes and effects of parameters, and he/she can select or 

change the model’s parameters, functions, iteration numbers and algorithms in case of a change. 

In this context, the studies carried out by using the AI techniques on the water resources 

emphasize the importance of this issue. In addition, it can be said that some outcomes which are 

obtained through all these approaches and models give priority to productivity, utility, 

sustainability and quality of the environment and living factors (Marquardt, 1963; Zadeh, 1965; 

Takagi & Sugeno, 1985; Haykin, 1998; Şen et al., 2002; Tayfur, 2011; Hao & Singh, 2016; 

Tayfur, 2017). 

 

Measurement works of the water variables  

Monitoring and continuity of measurements and laboratory works are both difficult and 

expensive devices to assess quality of the water environments. Moreover, because many of these 

systems are vulnerable to hazards in the nature. Processes such as maintenance, control, and 

calibration of them become difficult in some cases. For example, streamflow in a river can be 

calculated through measuring the flow rates and other variables. Streamflow measurements in a 

river, the flow rate from certain locations in sections are determined a current meter after 

identifying the channel cross-sectional area. The level of the river is also determined via a level 

meter (scales) placed in the stream section. Subsequently, the key curves obtained from the 

regression analysis are frequently used in practice. In-situ measurements can be reduced thanks to 

this way. On the other hand, one of the most important difficulties in the data analysis is the 

measurement intervals acquired with respect to time in terms of measurement practices. Sediment 

measuring in a river section is also more difficult than the flow measurements. After in-situ 

measurements, it should be done laboratory works. Like the flow measurements, the key curves 

obtained from the regression analysis are frequently used in practice. Water level sensors are 

commonly used in a river to determine the level of river or water level gauges are used.  

Evaporation/evapotranspiration are measured by using evapotranspirometers (lysimeters). 

Another measurement is water quality variables. The water quality variables are often observed at 

non-systematic intervals, and time series are often short. Data sets contain a large number of 

missing data, and long intervals without measurements. Therefore, water quality data constitutes 

the most problematic hydrological data and the use of classical hydrological methods is also 

difficult in their analysis. The quality variables of water can vary depending on using of the water 

areas such as irrigation, recreation, energy and other specific uses. There are national (Water 

Pollution and Control Regulation (WPCR)) and international (Environmental Protection Agency 

(EPA) and World Health Organization (WHO)) regulations for determining the water quality. In 

these documents, it can be expressed with about 50 variables such as dissolved oxygen, chemical 



Natural and Engineering Sciences                       189 
                                                                                         

 

 

   

oxygen demand, biological oxygen demand, pH, temperature, nitrate, nitrite calcium, potassium, 

phosphate, and fecal coliform. In this case, it can be said that there is no such problem in current 

measurements. For example, a comparison requires that water quality should be defined with 

many variables even in a single location. Hence, the analysis becomes complex evaluating of 

many variables when the relationships among water quality variables are looked for even in a 

single location. If all of the variables are systematically observed at the same frequency, the 

analysis becomes easier. However, if different variables are observed at different frequencies in 

the same location, it is too difficult to apply existing methods (Harmancioglu et al., 1999; Şen et 

al., 2002). On the other hand, AI methods are used as an intermediate control element such as the 

design of the valve system of the reservoir of the dam, the flow and precipitation forecasts 

according to the flood analysis, the design of the irrigation systems can be thought of as 

intermediate parts of the system. At the same time, in many engineering projects, different 

optimization and modeling schemes coordinated with other branches of science can be 

considered in order to make many projects more functional and longevity. Hence, AI techniques 

have been proposed as an alternative option for solving such problems (Harmancioglu et al., 

1999; Ward, 2007; Tayfur, 2017). This highlights the need for reliable regionalization models to 

estimate time series of the water variable in ungauged watershed. For example, there are some 

studies about approaches based on predicting via AI from the data of hydrologic variables in 

stations where measurements cannot be obtained (Cibin et al., 2014; Waseem et al., 2015).  

  As a summary of this section, the application of the AI methods in water resources is an 

important field, and should be developed by using different approaches. Moreover, meaningful 

and practical approaches play an important role in the development of these techniques. In 

addition, advances such as development of computer technology, data management, 

visualization, and the acceleration of information exchange are even more open to these 

techniques.  

 

Relevant studies in the literature 

As we can see from these valuable studies; several relevant papers, books and projects of 

established research methods and philosophy of the AI have been discussed for several years. In 

this context, recently studies performed by using AI methods on rainfall-runoff, evaporation and 

evapotranspiration, streamflow, sediment, dam or lake water levels and water quality variables 

are presented in this section. 

Many mathematical functions required to use these methods are available in programming 

languages such as MATLAB, FORTRAN. Among all of AI, the artificial neural network (ANN), 

fuzzy based models and their hybrids are the most widely utilized for prediction of water 

variables: rainfall-runoff, evaporation and evapotranspiration, streamflow, sediment, dam or lake 

water levels and water quality variables. For example, AI methods have been successfully used to 

predict sediment in width section of a river, evaporation and evapotranspiration, rainfall-runoff, 

streamflow, water quality variables and modelling of dam or lake water levels as seen in Table 1.  
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Table 1. Summary table of the recently a number of AI studies according to the variables 

   

For instance, the future level values for ANNs (artificial neural networks) method were 

estimated from the previous level data of river (Li et al., 2016). Using the measured salinity data 

on the Murray Bridge over the Murray River in the south of Australia, they obtained precise 

correlation and low error values as a result of modeling through ANN (Maier & Dandy, 1996). In 

this context, Marsili-Libelli, 2004 has also done algal blooms modeling studies for different 

aquatic environments. A classification model was proposed by adaptive neuro-fuzzy inference 

system (ANFIS) using dissolved oxygen (DO), chemical oxygen demand (COD), and ammonium 

nitrogen. A total of 845 data were collected from 100 monitoring stations in China. The ANFIS 

method has shown that it gives better results than ANNs (Yan et al., 2010). In addition, many 

researchers have used ANN modeling techniques in estimating of plankton modeling (Scardi, 

2001), algae formation prediction (Wilson and Recknagel, 2001), eutrophication modeling (Kuo 

et al., 2007), and water coloring and pH (Moatar et al., 1999). The rainfall-runoff relationship 

which is one of the difficult and complex issues in hydrology is modeled by using ANN method 

(Lin & Chen, 2004). 

 Using the AI methods in water resources has been presented as review studies in Table 2 

(Maier & Dandy, 1996; Maier & Dandy, 2000; Mi et al., 2004; Chau, 2006; Cherkassy et al., 

2006; Maier et al., 2010; Nourani et al., 2014; Yaseen et al., 2015; Afan et al., 2016) in different 

times.  

 

 

 

 

 

 

 

 

Variables Recent studies 

Dam or lake water level Hipni et al., 2013;  Üneş et al., 2015; Li et al., 2016 

Evaporation and 

evapotranspiration 

Goyal et al., 2014; Karimi et al., 2016;  Güçlü et al., 2017 

Rainfall-runoff 
Talei et al., 2013; Darras et al., 2015; Londhe et al., 2015; Chithra 

& Thampi, 2016 

Sediment 
Demirci and Baltaci, 2013; Güner and Yumuk, 2014; Demirci et 

al., 2015;  Droppo & Krishnappan, 2016; Talebi et al., 2016  

Streamflow 
Cigizoglu, 2003; Huang et al., 2004; Nourani et al., 2012; Ashrafi 

et al., 2017 

Water quality variables 

Ay, 2010; Akkoyunlu et al., 2011; Ay & Kisi, 2011; Ay & Kisi, 

2012; Ay & Kisi, 2013a; Ay & Kisi, 2013b; Kisi & Ay, 2013; Ay, 

2014; Ay & Kisi, 2014; Chang et al., 2014; Alizadeh & 

Kavianpour, 2015; Khan & Valeo, 2015; Ay & Kisi, 2017 
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Table 2. Review studies in the modelling of water variables 

Number Year Review studies 

1 1996 Maier and Dandy, 1996 

2 2000 Maier and Dandy, 2000 

3 2004 Mi et al., 2004 

4 2006 Chau, 2006 

5 2006 Cherkassy et al., 2006 

6 2010 Maier et al., 2010 

7 2014 Nourani et al., 2014 

8 2015 Yaseen et al., 2015 

9 2016 Afan et al., 2016 

 

Conclusions  

Several relevant papers, books and projects and philosophy of the AI have been discussed for 

several years in water resources. In this review study, we have looked over modelling of water 

variables. In this context, the conclusion and remarks derived from the based on the existing 

literature can be in following. 

Despite the fact that AI techniques are regarded as black box systems, features such as the 

output of the models established in the solutions of the nonlinear systems, the stock market 

efficiency close to the actual system outputs, and the ease of model calibration increase the use of 

these methods. As it becomes a model for the modeling of a physical phenomenon, studies such 

as the behavior of the models, the types of functions, and the number of iterations affect one of 

the weaknesses of the established mathematical models. In this case, to increase accuracy and 

decrease the error rate, to use different algorithms, to change the functions are proportional to 

experience of a researcher.  

In water resources, modeling of the water variables is an important step for any aquatic 

environment. The model outputs of the AI methods are also compared with statistical and 

stochastic approaches. Performance comparisons of the models are usually used the statistical 

expressions such as mean absolute error (MAE), mean square error (MSE), and correlation 

coefficient (r), scatter and time series graphs. 

As a result, it can be said that the AI techniques generally give better results in the 

modeling in the water resources than the classical methods. Moreover, these techniques are used 

with new approaches and are integrated those with different disciplines of science; it may give 

better predictions. It is seen from the literature studies that preprocessing time series frequency, 

selecting the most essential input variables, and choosing the most appropriate time scale are the 

key principles for accurate modeling. 

More researches are needed to extend the present frontier of knowledge in AI by integrating 

principles and philosophies of some traditional disciplines into the existing AI frameworks (Oke, 

2008; Tayfur, 2011; Ay, 2014; Tayfur, 2017). The recent advancements may provide a way to 

bridge the existing gap between the model developers and experts.   
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