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ABSTRACT: The widespread use of the Internet and the exponential increase in the number of devices connected 
to it bring along significant challenges as well as numerous benefits. The most important of these challenges, and 
the one that needs to be addressed as soon as possible, is cyber threats. These attacks against individuals, 
organisations and even entire nations can lead to financial, reputational and temporal losses. The aim of this 
research is to compare and analyse machine learning methods to create an anomaly-based intrusion detection 
system that can detect and identify network attacks with a high degree of accuracy. Examining, tracking and 
analysing the data patterns and volume in a network will enable the creation of a reliable Intrusion Detection 
System (IDS) that will maintain the health of the network and ensure that it is a safe place to share information.  
To have high accuracy in the prediction of the data set by using Decision Trees, Random Forest, Extra Trees and 
Extreme Gradient Boosting machine learning techniques. CSE-CIC-IDS2018 dataset containing common 
malicious attacks such as DOS, DDOS, Botnet and BruteForce is used. The result of the experimental study shows 
that the Extreme Gradient Boosting algorithm has an impressive success rate of 98.18% accuracy in accurately 
identifying threatening incoming packets. 
 
Keywords: Intrusion detection systems, machine learning, network anomaly, IDS, XGBoost, CSE-CIC-IDS2018 
 
 
1. INTRODUCTION 

 
In contemporary life, information and communication technologies are integral. Countries rely 
heavily on their respective infrastructures. Currently, about two billion people use the Internet 
and Microsoft estimates that this number will exceed four billion by 2025 [1]. Given this 
massive expansion of Internet usage, it is becoming increasingly important to ensure "Cyber 
Security", also known as information technology. 

As the complexity of network attacks continues to increase, Intrusion Detection and Prevention 
Systems (IDPS) are becoming indispensable defense tools. An Intrusion Detection System 
(IDS) serves to monitor the network by quickly identifying potential security threats. Upon 
detection, the system immediately sends an alarm to the administrator, alerting Intrusion 
Prevention Systems (IPS) that block traffic from the source address. An IDS is a popular choice 
for many organizations today. They are often an indispensable system for firewall 
manufacturers. A number of approaches have been seen in the development of IDS’s, ranging 
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from rule-based systems, statistical methods, thresholding, artificial neural networks, data 
mining, fuzzy logic and artificial immune systems [1].  

IDS’s can be divided into two types: signature-based and anomaly-based. Signature-based 
IDS’s store known attacks in a database and match incoming packets against this database, 
while anomaly-based IDS’s do not rely on pre-existing attack information. Therefore, when 
detecting an attack, if it exists in the database, the attack is blocked. Commercial applications 
tend to rely heavily on signature-based IDSs. However, Anomaly Based Intrusion Detection 
Systems (ABIDS) are being developed using artificial intelligence techniques by training the 
system with both normal and anomalous data [2]. Numerous systems such as ACARM-ng, 
AIDE, Bro NIDS, Fail2ban, Samhain, Snort, Suricata, etc. utilize these methods. 

When faced with unprecedented attacks, ABIDS is a reliable solution. Statistical methods and 
model classification techniques are used to model ABIDS based on pre-established knowledge. 
Datasets can contain a large number of features to represent a sample. However, it is not 
recommended to design a model with a large number of features if optimal performance is 
desired [3]. This approach can lead to a high computational cost and a higher error rate for the 
system. Therefore, different features are used in this study to improve the attack model.  

The aim of this research is to create an ATSTS with optimum performance. It will be provided 
through training against common attacks of DOS, DDOS, Bot and BruteForce by using various 
features that are not available in normal network traffic. It was built using the "Python" 
programming language, using machine learning techniques in the Google Colab development 
environment. It was tested on the CSE-CICIDS2018 dataset shared by the Canadian Cyber 
Security Institute to ensure its effectiveness. 
 
1.1. Literature Review 
 
In the literature study, similar studies on CSE-CIC-IDS-2017, CSE-CIC-IDS-2018, KDD 
CUP99, UNR-IDD and NSL-KDD data sets were analysed.  All of the data sets are on intrusion 
detection systems, and there are attack types such as Botnet, DOS, DDOS, Web attacks and 
BruteForce. 
 
In a study on machine learning based network intrusion detection systems, the University of 
Nevada's Intrusion Detection Dataset (UNR-IDD) was analysed with a 96% success rate [4]. A 
success rate of 97.22% was achieved in a study examining network attacks, concept drift of 
data streams and changes in the statistical distribution of data [5]. Random Forest (RF) and 
Support Vector Machines classification models were used in the study in which feature 
selection was performed with stacked auto encoder and Select Best method. In the experimental 
study conducted on the NSL-KDD dataset, an accuracy rate of 99.67% was achieved [6]. In 
another study based on polynomial interpolation technique and statistical analysis, network 
anomaly detection was performed on CSE-CIC-IDS-2018 dataset. The success rate was 94.50% 
[7]. RF algorithm was the best classifier with 94.00% success rate in the study conducted with 
CSE-CIC-IDS-2017 database using iterative feature elimination and forward selection 
techniques [8]. 
 
In the study conducted after the transformation of one-dimensional network packets of the CSE-
CIC-IDS-2018 dataset into vectors with a CNN-based classifier, it was observed that the 
average success rate was 95% [9]. In the study on the detection of various types of attacks with 
deep learning method, 96.97% success was achieved [10]. In the study in which CSE-CIC-IDS-
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2018 dataset was used and the performance improvement obtained by solving the data 
imbalance was 92.41% with CatBoost and the RF algorithm remained at 89.88% [11]. In the 
study conducted on the KDD CUP99 data set in temporal convolutional networks, 97% success 
was observed. In this study, long short-term memory networks (LSTM) were more successful 
than other classical machine learning methods [12]. In the study examining the success factor 
of feature selection on intrusion detection systems, many algorithms were examined. Especially 
in the study where chi-square test and recursive feature elimination methods were used, the best 
result was found to be 98.79% with the extra trees model [13]. 
 
In an experimental study on the CSE-CIC-IDS-2018 dataset, where the features of the data were 
made more prominent by using Spearman's rank correlation coefficient, the RF algorithm 
achieved 98.8% success [3]. In the study presenting a two-level deep learning architecture for 
multiple attack classes, it is mentioned that it is more successful than a single-level approach. 
The average success rate of the two-level architecture is 98.25% in all attacks [14]. A 
comparative performance analysis was carried out in the study in which intrusions into the 
network on three different data sets were handled by deep learning method. As a result, NSL-
KDD dataset achieved 97.89%, UNSW-NB15 dataset 89.99% and CSE-CIC-IDS2018 dataset 
76.47% [15]. In the deep learning based study using convolutional neural network and recurrent 
neural network using KDD CUP99 and CSE-CIC-IDS2018 datasets, they identify intrusions on 
their own by training the experimental data. For the CSE-CIC-IDS2018 dataset, there is a 
success rate of 91.5% for the CNN model and 65% for the RNN model. For KDD CUP99, a 
99% success rate for CNN and RNN model is mentioned [16]. 
 
In the study to analyse seven deep learning models, the performances of binary and multiple 
classifications were examined. After the experimental study, it is seen that the best performance 
is at 98% [17]. In the study using the long short-term memory (LSTM) model of the RNN 
architecture, 99% success was achieved on the CSE-CIC-IDS2018 dataset [18]. In the study 
where a two-level hybrid method was proposed, synthetic minority oversampling technique was 
used. CNN+RF algorithm showed the best performance with a success rate of 98% [19].  In the 
study where KSL-KDD dataset was used, filtering-based and correlation-based feature 
extraction was used to reduce the data size. Attribute selection was done according to the 
ranking procedure. In the study where the RF method was the most successful, an accuracy rate 
of 93.40% was achieved [20]. In the AdaBoost-based intrusion detection system, an 
experimental study was conducted by improving the imbalance of the training data in the study 
where synthetic minority oversampling technique and enseble feature selection were used. As 
a result of the study, an accuracy rate of 81.83 was obtained [21]. 
 
2. METHODS 

 
Existing research has shown that the use of machine learning methods can significantly improve 
the effectiveness of detecting and preventing network attacks. With ever-evolving attack types 
and a wide variety of machine learning techniques, this field is not saturated for innovation and 
development. By adopting an anomaly detection approach to build a powerful and efficient 
intrusion detection system, this research provides insight for future researchers in this field. By 
utilising recursive feature elimination techniques and machine learning, this work aims to 
provide valuable guidance for future work in this area. 
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2.1. Data Set 
 
The dataset used in this study is "CSE-CIC-IDS2018", a joint project between the 
Communications Security Establishment (CSE) and the Canadian Institute for Cyber Security 
(CIC) [22]. The CSE-CIC-IDS2018 dataset contains complex intrusion descriptions for low-
level entities, applications or protocols. It combines profiles as a framework for building 
datasets covering generalised deployment models. These profiles can be used by human 
operators or agents to generate network events. The abstract nature of profiles allows them to 
be implemented in a range of network protocols with various topologies. By combining multiple 
profiles, a customised dataset can be created to meet specific requirements. Six different 
scenarios for attack are considered.  These are BruteForce, DOS, DDOS+PortScan, Web, 
Infiltration and Botnet attacks. 
 
Real-time information about network traffic is provided by the Amazon platform through the 
acquisition of AWS data [23]. This data is considered one of the most reliable sources for the 
evaluation of intrusion detection models based on network anomalies [24]. Divided into 10 
categories, the data covers FTP-BruteForce, SSH-Bruteforce, Benign, Bot, DDOS attack-
LOIC-UDP, DDOS attack-HOIC, DoS attacks-GoldenEye, DoS attacks-Slow HTTP test, SQL 
Injection and intrusion attacks. Table 1 shows the number of attacks in each category and their 
percentage of the original data volume. The attack infrastructure shown in Figure 1 is spread 
over 50 devices, while the victim organisation consists of 30 servers, 420 terminals and 5 
partitions. Attacks were carried out periodically for 10 days. The data contains 80 attributes 
obtained with the CICFlowMeter-V3 tool. Table 2 gives an overview of some of the traffic 
characteristics [25]. 
 

 

Figure 1. Network Topology [25]. 
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Table 1. Volume of data points in attack class and ratio of it 

Attack Class 
Volume of data 
point in class 
(10574041) 

Ratio from the 
original data 

(%) 
Benign 8699178 80,101217 
DDOS (HOIC) 686012 6,3167343 
DoS (Hulk) 461912 4,2532425 
BOT 286191 2,6352199 
BruteForce (FTP) 193360 1,7804408 
Bruteforce (SSH) 187589 1,727302 
Infilteration 161934 1,4910731 
DoS (SlowHTTP) 139890 1,288094 
DoS (GoldenEye) 41508 0,3822018 
DDOS (LOIC-UDP) 1730 0,0159297 
Brute Force (Web) 611 0,005626 
Brute Force (XSS) 230 0,0021178 
SQL Injection 87 0,0008011 

Table 2. Sample from CIC-IDS 2018 dataset features 
Feature name Description of feature 

Down-up-ratio Upload and download rate 
Fw-win-byt Number of bytes sent in forward direction 
Fw-pkt-std Standard deviation size  
Fw-act-pkt Transmission control protocol packet count 
Fw-pkt-avg Average size of packet  
atv-max Maximum time active before idle 
Down-up-ratio Download and upload ratio 
Tot-bw-pk Total number of packages 
Tot-fw-pk Total packages 
Pkt-len-var Package inter-arrival time 
Bw-pkt-max Max size of packet 
Bw-pkt-min Min size of packet 
Bw-hdr-len Total bytes used 

 
2.2.Preprocessing on Dataset 
 
The initial dataset consisted of 80 features and there appeared to be few features with minimal 
impact. It is very important to interpret the data and traffic behaviour carefully to determine if 
it is normal. However, some features such as timestamp and IP addresses hinder the model's 
ability to detect errors and intrusions. As a result, 78 useful features were selected from the 
original set to train the model. Feature names that were redundant and appeared in more than 
one row in the datasets were removed.  Finally, to ensure the accuracy of the analysis, the 
dataset is split into two parts, 80% training set and 20% test set. 
 
2.3.Decision Tree 
 
Decision trees (DT) are a particularly effective algorithm for supervised learning tasks such as 
classification and regression. It is considered non-parametric and has a hierarchical structure 
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consisting of a root node, internal nodes, branches and leaf nodes [26]. The root node without 
incoming branches is the first step of this algorithm. The decision nodes or internal nodes 
receive inputs from the branches originating from the root node. Depending on the available 
features, these nodes, together with terminal or leaf nodes, form homogeneous subsets. The leaf 
nodes contain all possible outcomes for a given data set [3]. The structure of the decision tree 
provides a clear and concise description of the decision-making process. Its simplicity is 
designed to help various groups within an organisation understand the rationale behind a 
decision. The divide-and-conquer method used in decision tree learning uses a greedy search to 
identify the best split points in a tree. 
 
2.4.Random Forest 
 
Random Forest (RF) is an algorithm for ensemble learning based on DT. This type of machine 
learning algorithm combines multiple DT to improve the accuracy and robustness of the output. 
Supervised learning is a method that involves building DT and prediction models through the 
learning process. This technique is used to build multiple models. When creating a decision 
forest, the decision tree is used as the basis. Each node in a RF contains a random element [27]. 
The algorithm splits the data using the most superior among a carefully selected subset of 
predictions. This particular method is used to overcome difficulties in both classification and 
regression. By dividing the data set into smaller subsets, this process creates various DT with 
multiple branches to analyse the given task [28]. In the regression domain, the results obtained 
from an input are compatible with the outputs produced by DT. 
 
2.5.Extra Trees 
 
The procedure of the Extra Trees (ET) algorithm involves the construction of a large number 
of DT that are not pruned using the training data set. In the case of regression, predictions are 
obtained by averaging the predictions of the DT, whereas in classification, majority voting is 
used [29]. RF classifier is also utilised in this process. The model follows a different version, 
similar to the RF approach, where copies of the dataset are used to train it. However, instead of 
using specific decision criteria to separate the data in the branching stages, the method randomly 
selects the criteria to be followed. The technique of using branching paths to solve data analysis 
problems is known to simplify the process and reduce complexity. However, the efficiency of 
this method is reduced when it comes to processing larger datasets with a high degree of noise. 
In such cases, statistical analysis is recommended. This approach usually leads to increased bias 
and reduced volatility [13]. 
 
2.6.Extreme Gradient Boosting 
 
The Extreme Gradient Boosting (XGBoost) algorithm is an optimisation of the Gradient 
Boosting algorithm, aiming to help prevent overlearning. In addition to its ability to process 
empty data easily and quickly, the most important aspect of this algorithm is its exceptional 
predictive power [30]. Unlike other well-known machine learning techniques and algorithms, 
it is quite different. It can be used for both regression and classification problems. The 
computation involved in this method is significantly simpler than commonly used machine 
learning techniques. When building a tree, XGBoost applies the maximum depth value. If the 
generated tree is moving downwards excessively, it is pruned to prevent overlearning. Thus, 
over-prevention is prevented [31]. The loss function in the Gradient Boosting algorithm is 
calculated using a first-order function. XGBoost performs its calculations using second-order 
functions and parallel processing. This feature provides faster results in a shorter time compared 
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to other algorithms. Multidimensional data analysis can be easily done using this tool. Using 
the XGBoost method, many very large and multidimensional data analyses such as click-
through rates to advertisements, malware, patient and disease prediction, price analysis, 
customer satisfaction prediction can be performed. 
 
2.7.Synthetic Minority Oversampling Technique 
 
Synthetic Minority Oversampling Technique (SMOTE) is a process used to oversample data 
by creating synthetic data. This method is widely used in data science projects. The main 
purpose of SMOTE is to create new instances of the minority class by performing certain 
operations between instances of the same class [32]. The number of neighbours from k nearest 
neighbours is randomly selected depending on the amount of oversampling desired. This 
technique eliminates the overfitting problem and provides good classification performance. 
Unlike random sampling methods, SMOTE does not simply copy the minority class data, but 
instead generates artificial samples based on the k nearest neighbours of the analysed samples 
[33]. Synthetic samples are generated as follows: 
 

• To determine the discrepancy between the analysed feature vector (S𝑖) and its closest 
counterpart, the two are compared.  

• To obtain the final result, the discrepancy is magnified by a chance variable (t) ranging 
from 0 to 1.  

• After analysing the feature vector, the data obtained are included in it and then a new 
sample is created. 

 
Using formula 1, SMOTE can be calculated as; 
 
Snew=Si+(Sx-Si)*t (1) 

2.8.Hyperparameter Optimisation of Decision Tree 
 
Optimisation of hyperparameters for DT is a procedure that attempts to determine the optimal 
values that will improve the performance of the decision tree in question [31]. Hyperparameter 
tuning is also challenging as there is no direct way of how a change in the hyperparameter value 
can computationally reduce the loss of your model. For this reason, we experiment to find the 
best result. These experiments start with a set of possible values for all hyperparameters. Let's 
come to the main question and where many people get stuck. To answer this question, we first 
need to know what these hyperparameters mean. We need to understand how changing a 
hyperparameter will affect your model architecture. After defining the range of values, the next 
step is to use a hyperparameter tuning method. The most common and expensive is Grid Search, 
while others such as Random Search and Bayesian Optimisation will provide a "smarter", less 
expensive tuning. 
 
3. EXPERIMENTAL 

 
XGBoost, ET, DT and RF algorithms were used in the experimental study. For data with low 
data class, the number of data in the class was increased by generating synthetic data with 
SMOTE technique. Cross validation was performed 5 times in XGBoost, ET, DT and RF 
algorithms. By using the SMOTE technique, the small number of data was increased and data 
imbalance was prevented.  The data set consists of 10 parts. These parts consist of attack attacks 
created for each day. In our study, our 10-day data set was combined. Table 3 shows the 



Keskin and Okatan, International Journal of Engineering and Innovative Research 5:3 (2023) 268-279 

 
 

275 

accuracy percentages of the algorithms in the experimental study. In the combined data set, the 
accuracy rates are generally close to each other and the most successful algorithm is XGBoost 
algorithm. 
 

Table 3. Comparison of the accuracy rates of the experimental study 
 XGBoost ET DT RF 

Study 1 98.02 97.41 96.71 97.69 

Study 2 98.18 98.05 97.03 98.09 

 
Our study consists of 2 stages. Table 3 shows the accuracy rates of the studies. The first phase 
is named as Study 1 and the second phase is named as Study 2.  The 10-day combined data set 
was subjected to classification with 4 different algorithms. In Study 2, unlike Study 1, extra 
hyperparameter optimisation was added. The most successful algorithm was XGBoost 
algorithm with 98.02% accuracy rate in Study 1. In Study 2, the decision tree hyperparameter 
optimisation on the same data set improved the success rate and the XGBoost algorithm 
outperformed the other algorithms with an accuracy rate of 98.18%. Table 4 and Table 5 show 
the performance metrics of the study. 
 

Table 4. Performance metrics for Study 1 
 XGBoost ET DT RF 

Accuracy  98.02 97.41 96.71 97.69 

Precision  97.89 97.58 97.92 98.01 

Recall  98.02 97.41 96.71 97.69 

F1-score 
 

97.88 97.55 96.88 97.82 

 
Table 5. Performance metrics for Study 2 (Decision tree Hyperparameter Optimization) 

 XGBoost ET DT RF 

Accuracy  98.18 98.05 97.03 98.09 

Precision  98.10 98.06 97.90 98.01 

Recall  98.14 98.05 97.03 98.09 

F1-score 
 

97.92 97.90 97.86 97.93 

 
The comparison of the literature studies and our study is given in Table 6. The table includes 
UNR-IDD, NSL-KDD, KDD CUP99, UNSW-NB15, CSE-CIC-IDS-2017 and CSE-CIC-IDS-
2018 data sets used in this study. 
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Table 6. Similar studies in the literature 
Works in Progress Used Data Set Method Used Success Rate (%) 

T. Das vd., 2023 [4] UNR-IDD RF 96.00 
M. A. Shyaa vd., 
2023[5] 

CSE-CIC-IDS-2018 GPC-FOS 97.22 

M. Safa Bıçakcı And S. 
Toklu, 2023 [6] 

NSL-KDD SAE-4-SKB-RF 99.67 

P. Dini vd., 2022 [7] CSE-CIC-IDS-2018 SVM 94.50 
B. Ekici And H. Takcı, 
2022 [8] 

CSE-CIC-IDS-2017 RF 94.00 

J. Yoo vd., 2021 [9] CSE-CIC-IDS-2018 MLP and LSTM 95.00 
S. Seth vd., 2021 [10] CSE-CIC-IDS-2018 LSTM +AM 96,97 
A. Jumabek vd., 2021 
[11] 

CSE-CIC-IDS-2018 CatBoost 92.41 

S. Emanet vd., 2021 
[12] 

CSE-CIC-IDS2018 ET 98.79 

B. Çakır And P. Angın 
vd., 2021 [13] 

KDD CUP99 LSTM 97.00 

Q. R. S. Fitni and K. 
Ramli 2020 [3] 

CSE-CIC-IDS2018 RF 98.80 

M. Catillo vd., 2020 
[14] 

CSE-CIC-IDS2018 two-level approach 98.25 

G. C. Amaizu vd., 2020 
[15] 

NSL-KDD DNN 97.89 

G. C. Amaizu vd., 2020 
[15] 

UNSW-NB15 DNN 89.99 

G. C. Amaizu vd., 2020 
[15] 

CSE-CIC-IDS2018 DNN 76.47 

J. Kim vd., 2020 [16] CSE-CIC-IDS2018 CNN 91.50 
J. Kim vd., 2020 [16] KDD CUP99 CNN and RNN 99.00 
M. A. Ferrag vd., 2019 
[17] 

CSE-CIC-IDS2018 
DBN (Deep belief 
networks)  

98.00 

B. I. Farhan and A. D. 
Jasim, 2019 [18] 

CSE-CIC-IDS2018 LSTM 99.00 

İ. Seviyeli d., 2019 [19] CSE-CIC-IDS2018 CNN+RF 98.00 
Ö. Emhan and M. Akın, 
vd., 2019 [20] 

NSL-KDD RF 95.60 

M. Blanchard, vd, 2019 
[21] 

CSE-CIC-IDS-2017 AdaBoost 81.83 

Study conducted 1 CSE-CIC-IDS2018 XGBoost 98.02 
Study conducted 2 CSE-CIC-IDS2018 XGBoost 98.18 

 
In the study conducted by S. Emanet et al. with the CSE-CIC-IDS2018 dataset, 40 features were 
used and a success rate of 98.76% was obtained [13]. Similarly, Q. R. S. Fitni and K. Ramli 
obtained 98.80% accuracy rate by using 23 features in their study [3]. The fact that these rates 
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are higher than this study is due to the low number of features. In general, our study on the 
CSE-CIC-IDS2018 dataset with 78 attributes has a higher success rate than other studies. 
 
4. CONCLUSION 
 
As a result of this research, it has been shown that intrusion detection can be performed 
efficiently with the help of machine learning based classifiers. In this study, four algorithms, 
namely XGBoost, ET, DT and RF, were compared. The CSE-CIC-IDS2018 dataset was used 
for both training and testing. In previous studies with this dataset, attack types were usually 
evaluated separately. In this study, all attack types and dataset were combined to detect different 
attack types in the same model. The study has shown that the use of machine learning techniques 
produces a remarkable level of success in detecting attacks. As a result of the experimental 
study, the XGBoost algorithm was the most successful method with an accuracy rate of 98.18% 
in preventing cyber-attacks on the data set used. XGBoost algorithm is a high performance 
algorithm in certain scenarios. In the study, the unbalanced data set was balanced with the 
SMOTE technique. In addition, hypermetre optimisation of the decision tree was also used and 
the success rate was increased with these two methods. Other algorithms were also successful 
at a close rate. In future studies, it is planned to analyse artificial neural networks and deep 
learning algorithms with this combined dataset. 
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