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Abstract 

This study proposes a new Karhunen-Loeve transform-based algorithm with 

acceptable computational complexity for lossy image compression. The proposed 

study includes a simple algorithm using downsampling and KLT. This algorithm is 

based on an autocorrelation matrix found by clustering the highly correlated image 

rows obtained by applying downsampling to an image. The KLT is applied to the 

blocks of the downsampled image using the eigenvector matrix of the autocorrelation 

matrix, and the transform coefficient matrix is obtained. One of the important 

features of the proposed method (PM) is sufficient for a test image to have one 

transform matrix with low dimensional. The PM was compared with JPEG, BPG, 

and JPEG2000 compression methods for the Peak signal-to-noise ratio- Human 

Visual System (PSNR-HVS) and the Structural Similarity Index Measure (SSIM) 

metrics. The mean PSNR-HVS values of the PM, JPEG, JPEG2000, and BPG were 

37.44, 37.16, 37.45, and 39.14, respectively, and their mean SSIM values were 0.95, 

0.93, 0.952, and 0.962, respectively. It has been observed that the PM generally gives 

better results than other methods for images containing low-frequency components 

at high compression ratios. As a result, PM can be used to compress images, 

especially those containing low-frequency components. 
 

 
1. Introduction 

 

Transform encoding is often used to code an image. 

The purpose of transform coding is to represent the 

image with fewer data without degrading the quality 

of the image too much. [1]. Furthermore, transform 

coding-based image compression applications require 

low calculation costs. Transform coding is a popular 

approach to signal compression by compacting the 

signal’s energy to fewer coefficients, enabling the 

signal’s representation with as few bits as possible [2-

4]. Various transforms have been applied to signal 

and image compression, including classical 

transforms like Discrete Fourier Transform (DFT), 

Walsh-Hadamard Transform (WHT), Discrete Cosine 

Transform (DCT), Wavelet Transform (WT), and 

Karhunen Loeve Transform (KLT). Some of these 

studies are used in the health areas [5-7]. Thus, large-
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scale data can be compressed and converted into 

smaller-sized data in these areas, and faster analysis 

can be performed. A wavelet-based algorithm is 

proposed for satellite image compression in [8]. 

Digital image compression using the Walsh 

Hadamard transform is performed in [9]. An image 

compression algorithm for the predictor of JPEG-LS 

has been used in [10]. In another paper [11], the 

author explains the JPEG2000 working structure 

comprehensively with examples, and the authors 

analyze wavelet transform and give a detailed 

introduction to Wavelet Toolbox software [12]. 

Usually, transform coding-based 

compression methods are preferred for lossy 

compression cases. DCT- and Wavelet Transform-

based methods are widely used for image 

compression. DCT is the most popular transform in 

JPEG-based methods [13,14], and WT also became 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1225312
https://orcid.org/0000-0001-8435-0507
mailto:skeser@ahievran@edu.tr


S. Keser / BEU Fen Bilimleri Dergisi 12 (1), 215-225, 2023 

216 
 

popular with JPEG2000 [15-17]. The Better Portable 

Graphics (BPG) is a state-of-the-art image 

compression format for coding digital images, and it 

is a new image format. Its main advantages are high 

compression rate, compression much more than JPEG 

for similar quality, and a subset of the High-

Efficiency Video Coding (HEVC) open video 

compression standard [18-20]. The HEVC standard is 

a newly designed video compressor [21]. It has also 

been developed in a new format, such as AV1, that 

performs effective video compression [22]. When the 

image compression methods, including 

downsampling and upsampling in the literature, are 

examined, it is seen that downsampling is performed 

on the encoder side and upsampling on the decoder 

side. These studies have shown that images can be 

compressed using image coding standards (JPEG, 

JPEG2000) at low bit rates [23-29]. 

Bruckstein et al. [23] show how 

downsampling an image at low bit rates is applied, 

and the overall PSNR performance using the JPEG 

standard is improved. In [24], the authors first filtered 

the image with an all-phase DCT filter and then 

compressed it using JPEG. Another similar method is 

designed as an interpolation-dependent image 

downsampling method [25]. In another study, 

researchers have presented an image coding method 

based on random downsampling and compressive 

sensing image recovery method [26]. In [27], a novel 

perceptual image coding scheme is proposed via 

adaptive block-based super-resolution directed 

downsampling. However, the algorithms mentioned 

above are only applied to low-bit-rate image 

compression since their performance would degrade 

with the increasing coding bit rate [27]. In [28], an 

adaptive downsampling method is developed to solve 

this problem. This method is developed to be 

compared with standard compression methods at all 

bit rates, unlike these studies in [25] and [26]. The 

same idea improves video compression performance 

at low bit rates [29]. If the signal is well-correlated, 

most of the signal’s energy can be compressed into a 

few transform coefficients by applying KLT. 

Although KLT (or PCA) is the most efficient 

orthogonal transform in energy compression and 

decorrelation, it was not used for real compression 

applications due to its signal-dependent nature [30]. 

However, with the increasing computational power of 

communication systems and computers, signal-

specific methods (such as KLT-based compression 

algorithms) can be applied for real image 

compression applications using intelligent techniques 

[30-34]. 

In [30], their method first spectrally 

decorrelates the image using Vector Quantization and 

Principal Component Analysis (PCA) and then 

applies the JPEG2000 algorithm to the Principal 

Components (PCs) exploiting spatial correlations for 

compression. A method proposed for image 

compression with PCA blocks of images is trained 

using a Generalized Hebbian Algorithm (GHA), and 

then eigenvectors are estimated [31]. Another study 

selected Eigen images with maximum energy for face 

image compression with PCA [32]. PCA and Wavelet 

Difference Reduction (WDR) coding-based 

techniques have been proposed in another method, 

which combines PCA and Wavelet Difference 

Reduction (WDR)-based approaches to achieve a 

high compression ratio while maintaining the 

perceptual quality of the image [33]. This study 

obtained better results than JPEG2000 at high 

compression rates with the WDR and PCA methods. 

Another paper proposes an adaptive image 

transformation (AIT) approach for a group of image 

blocks that derives transformation kernels from KLT 

[34]. This study emphasizes that the obtained results 

are better than JPEG, especially at low compression 

ratios. In addition, a lossy image compression 

architecture utilizes the advantages of a convolutional 

autoencoder (CAE) to achieve a high coding 

efficiency [35]. In this paper, to generate a more 

energy-compact representation, they use the principal 

components analysis (PCA) to rotate the feature maps 

produced by the CAE and then apply the quantization 

and entropy coder to generate the codes.   

This study developed a new KLT-based 

image lossy compression algorithm with a good 

compression performance and reasonable 

computational complexity. In addition, one other 

difference between the proposed study and the studies 

above is that PCA and JPEG2000, WDR, CAE, and 

AIT are used as hybrids in those studies. Unlike the 

studies mentioned above, the PM presents a simple 

algorithm that includes only the downsampling of 

images and the application of KLT. One of the biggest 

problems of KLT-based image compression is 

sending the calculated transform matrix to the 

decoder side. If the size of this matrix is big, then 

more computations and bits need to be sent.  In this 

study, an 8x8-dimensional transform matrix is used 

for a test image; thus, the computational complexity 

and the number of bits sent have been significantly 

reduced. First, the image (N × N) is used for two 

subsampling in the horizontal and vertical directions, 

and four sub-images (N / 2 × N / 2) are obtained to 

increase the correlation between the rows of a test 

image. The rows of these four sub-images are 

combined, and a new image of 2N×N/2 size is 

obtained. Then, the KLT is applied to all image blocks 

using eigenvectors of the autocorrelation matrix 
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obtained from this new image’s blocks. Transform 

(KL) coefficients are obtained using eigenvectors 

corresponding to the largest M eigenvalues. Next, an 

algorithm based on Huffman coding [36] has been 

applied to transform coefficient blocks. This 

algorithm is applied to the differences among 

consecutive column coefficients. Thus, if the 

similarity of the successive transform coefficients 

increases, higher compression ratios can be achieved 

using the proposed algorithm. In addition, the 

proposed algorithms can be used for the image’s sizes 

of N×P or P×N. This paper used the PSNR-HVS and 

SSIM methods to find better the image quality 

perceived by humans [37, 38]. In experimental 

studies, it has been seen that better results can be 

obtained by using the proposed simple compression 

algorithm, especially for images containing low-

frequency components and highly compressed 

images. The study is organized as follows. First, the 

proposed KLT-based method is introduced in section 

2. In this section, the encoder, difference matrices, 

Huffman coding method, decoder, and the complexity 

of the proposed algorithm are explained, respectively. 

Then, experimental results and discussions are given 

in Section 3, and the conclusion is given in section 4.  

 

2. Material and Method 

 

2.1. Materials 

 
Forty test images have been used for the experimental 

research of this study. The test images are grayscale 

with a resolution of 8 bits ranging from sizes 

256×256, 300×300, 512×512, and 640×640. The 

images with different structures from different 

databases were used to see the performance of the 

proposed method. While some of these images are 

commonly used in the literature as Barbara, 

Cameraman, Boat, and Baboon, others consist of the 

Brodatz texture [41], Salzburg Texture Image 

Database (Stex-512) [42], and Caltech-101 image 

databases [43].  

 

2.2. Methods 

 

If the signal is well-correlated, most of the signal’s 

energy can be compressed into a few transform 

coefficients by applying KLT. Firstly, KLT is applied 

to all image blocks using eigenvectors of the 

autocorrelation matrix obtained from the blocks of the 

new image of 2N×N/2 size. In this way, a transform 

matrix of only 8×8 is sent to the decoder side for a test 

picture. In the study, Huffman coding has been 

applied to the difference matrix of the transform 

coefficient. In experimental studies, the proposed 

method’s PSNR-HVS and SSIM values have been 

compared to JPEG, JPEG2000, and BFG. 

 

2.2.1. The Proposed Subspace Method 

 

An 8×8-dimensional eigenvector matrix has been 

used in the study. M-dimensional transform 

coefficients are obtained using the eigenvectors 

corresponding to the largest M eigenvalues (M<8). 

Next, the difference matrix (𝑪𝒅𝒊𝒇𝒇) is found by taking 

the successive differences of the transform coefficient 

vectors to make more compression. The proposed 

compression method contains the following essential 

parts: 

(i)    The difference matrices are found on the encoder 

side using preprocessing the image and applying 

KLT to the blocks. Then, obtained transform 

matrices are coded by using Huffman coding. 

Finally, the bits of the difference matrices, the 

eigenvector matrix (Φ), and the obtained average 

block vectors (𝐕) by using DCT are sent to the 

decoder side. 

(ii)  The bits of these matrices are obtained to 

reconstruct the test image on the receiving side. 

First, all blocks are reconstructed using the 

generated eigenvector matrices and transform 

coefficients. Next, these blocks are combined, and 

an image of size 2N×N/2 is performed. Finally, the 

image (2N×N/2) is upsampled to obtain a 

reconstructed image of size N×N. 

2.2.2. Preprocessing of the Test Images  

 

On the encoder side, the size (N×N) of the 

original image is converted to a 2N×N/2-

dimensional image by downsampling. Then, the 

image is divided into 8×N/2-dimensional blocks, 

and an autocorrelation matrix is found using all 

of them. Firstly, the image is downsampled using 

the mathematical expressions below, and sub-

images are obtained 

𝑰𝒔 = 𝑰(𝑘𝑎, 𝑘𝑏) a=1,2 and b=1,2,                   (1) 

where 𝑰 is shown test images, k1 (k1 = 1,3,5, … , N −
1) and k2 (k2 = 2,4,6, … , N) represent the pixel 

indices of the rows and columns of images, and 𝐈s 

represents the sub-images. Four sub-images are found 

as follows, 

𝑰𝟏 = 𝑰(𝑘𝑎 , 𝑘𝑏) ,          a=1 and  b=1, 
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𝑰𝟐 = 𝑰(𝑘𝑎 , 𝑘𝑏) ,          a=1 and  b=2, 

𝑰𝟑 = 𝑰(𝑘𝑎 , 𝑘𝑏) ,          a=2 and  b=1, 

𝑰𝟒 = 𝑰(𝑘𝑎 , 𝑘𝑏) ,          a=2 and  b=2, 

i-th row of each sub-image is concatenated, and a 

2N×N/2 -dimensional matrix is obtained. The 

2N×N/2-dimensional image is shown in Figure 1 

below. 

 

Figure 1. Obtaining a new image of size 2NxN/2 by 

downsampling 
 

𝑨𝒌 = 𝑨(𝑖, 𝑗),                                                   (2) 

where 𝑨𝒌 ∈ 𝑹𝟖×
𝑵

𝟐 , i=1,2,…,8, j=1,2,…, N/2, 

k=1,2,…, N/4, indices i and j are the row and column 

of A, respectively. The total number of matrices of 

size 8×N/2 is N/4, and an average vector of 8×1 length 

is obtained as follows for each block (𝑨𝒌).  

 𝑨𝑘
𝑎𝑣𝑒 =

1

(
𝑁

2
)

∑ 𝑨𝒌(𝑚)
𝑁

2
𝑚=1 ,                                (3) 

where 𝑨𝒌
𝒂𝒗𝒆 ∈ 𝑹𝟖×𝟏 , k=1,2,…, N/4, and m is the 

column index of 𝑨𝒌. Then, the k-th mean vector 

(𝑨𝑘
𝑎𝑣𝑒) is subtracted from the m-th column of 𝐀𝐤, and 

the k-th difference matrix 𝑨𝑘
𝑑𝑖𝑓𝑓

  is found as follows, 

  𝑨𝑘
𝑑𝑖𝑓𝑓

= 𝑨𝒌(𝑚) − 𝑨𝑘
𝑎𝑣𝑒,                                   (4) 

where 𝑨𝑘
𝑑𝑖𝑓𝑓

∈ 𝐑8×
𝑁

2  and m=1,2,…,N/2. The 

autocorrelation matrices are formed by using these 

matrices (𝐀diff). The autocorrelation matrix for the 

difference blocks is obtained as follows,  

 𝐔 = ∑ (𝑨𝑟
𝑑𝑖𝑓𝑓

)(𝑨𝑟
𝑑𝑖𝑓𝑓

)𝑇𝑘
𝑟=1 ,                               (5) 

  

where 𝐔 ∈ 𝐑𝟖×𝟖. Eigenvectors are calculated for the 

autocorrelation matrix (𝑼). When the eigenvalues of 

the autocorrelation matrix are sorted in descending 

order {λ1>λ2>…>λ8}, an eigenvector matrix, Φ, is 

formed by stacking the eigenvectors corresponding to 

U’s largest M eigenvalues, as shown in Equation 2. 

Φ={ϕ
1
,ϕ

2
,…,ϕ

𝑀},                                             (6) 

where ϕ’s are 8-dimensional eigenvectors and 

Φ∈R8×M. KLT is applied to the blocks using 

eigenvector and autocorrelation matrices, and 

transform coefficients are obtained. The k-th 

coefficient matrix (𝐘𝑘), which is the corresponding k-

th block, can be written as 

  𝐘𝑘 = Φ𝑇𝑨𝑘
𝑑𝑖𝑓𝑓

,                                                (7) 

 where 𝐘𝑘∈RM×N/2. Then, quantization is achieved by 

sample–wise dividing each column in the k-th 

transform matrix (𝐘𝑘) with the corresponding column 

in the quantization vector (q), then rounding to the 

nearest integer value. 

 𝐂𝐤
(𝐮,𝐯)

= 𝑟𝑜𝑢𝑛𝑑 (
𝐘k

(𝐮,𝐯)

𝛂.𝐪(𝐮,𝐯))                                  (8) 

 where the quantization vector (q) is weighted using a 

scalar quantization (quality) constant (α). This way, 

the compression ratio is controlled using the scalar 

coefficient (α) and the selected coefficient (M) size. 

All the transform matrices (𝐂𝐤) obtained in Equation 

8. are combined, and the matrix C of size M×N2/8 is 

obtained. 

 

2.2.3. Transform Difference Matrix (TDM) 

 

Subsequently, for the columns of the combined 

transform matrix 𝑪, ( 𝑪 ∈ 𝑹𝑴×
𝑵𝟐

𝟖 ), the t-th column of 

the 𝑪 is subtracted from its (t+1)-th column. Thus, 

only the difference values are compressed and sent. 

This process allows fewer bits to be assigned to the 

elements of consecutive columns. The pseudo-code of 

the algorithm is as follows. 

 

Algorithm 1: Calculating the transform difference 

matrix  

Input: Transform matrix (𝑪) 

Output: Difference matrix (𝑪𝒅𝒊𝒇𝒇) 

for t=1 to N2/8-1 do 

Calculate t-th difference column, 

𝑪𝒅𝒊𝒇𝒇(𝒕) = 𝑪(𝒕) − 𝑪(𝒕 + 𝟏) 

end  

Equalize the first column of 𝑪𝒅𝒊𝒇𝒇 to the first column 

of 𝑪,  

𝑪𝒅𝒊𝒇𝒇(𝟏) = 𝑪(𝟏) 
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Algorithms can be developed to assign a bit less for 

the difference matrix 𝑪𝒅𝒊𝒇𝒇 according to matrix C, 

and thus the image can be better compressed. In 

experimental studies, it is seen that column vectors 

are generally similar to each other, especially for 

consecutive similar columns. The most common ones 

are given in Figure 2 below. 

0 1 1 2 2 0 0

0 0 0 0 0 1 1

0 0 0 0 0 0 0

0 0 0 0 0 0 0

− − 
 

−
 
 
 
 

 

Figure 2. Some vectors commonly encountered in 

difference matrices 

  

The algorithm developed focused on similar columns 

mentioned above. 

 

2.2.4. Class Bits and Average DCT Coefficients 

 

Many bits will be assigned to each vector element. 

However, similar columns can be clustered, and 

Huffman encoding can be applied depending on the 

possibilities generated by the column number of each 

cluster. When the obtained TDM was examined, most 

consecutive columns had similar values. These 

columns are combined, and Huffman coding is 

applied as a vector. The same columns of the TDM 

are stacked using vector quantization, and clusters are 

obtained. The clusters with the most number of 

columns are sorted in descending order, 

Cs={𝑪1, 𝑪2, 𝑪3, … , 𝑪𝑚}, where m is the number of 

clusters and 𝑪𝒔 ∈ 𝑹𝑴×(𝑵𝟐/𝟖). Class A is created by 

taking the ones corresponding to the first t 

(𝑪1, 𝑪2, 𝑪𝑡). The dictionary-A is obtained by applying 

Huffman coding according to the number of columns 

in the clusters of class A. Class B is performed with 

the remaining clusters (𝑪𝑡+1, 𝑪𝑡+2, … , 𝑪𝑚). The 

cluster’s columns of class B are combined and create 

the vector V. Finally, the dictionary-B is obtained by 

applying Huffman coding to the vector V [36]. If the 

l-th column of the TDM of a test image belongs to 

class A, the bits are assigned according to dictionary-

A. Otherwise, the bits are set to each element in the 

column using dictionary-B. An additional bit 

assignment is used for each column vector at the 

encoder side. This bit represents the class of columns. 

If the column belongs to class B, zero bit ‘0’ is used; 

otherwise, one bit ‘1’ is used. These bits are called 

‘class bits’. Besides, 1D Discrete cosine transform 

(DCT-II) is applied for each k-th average vector 

(𝑨𝑘
𝑎𝑣𝑒) in the study. The size of the DCT coefficient 

vector is eight. This vector is given for each mean 

vector as follows, 

𝑫𝒌[𝑠] =  Round (∑ 2(𝑨𝒌
𝒂𝒗𝒆[n]) cos (

π

16
s(2n +7

n=0

1))), 0≤s<8                                                                (9) 

 

The vector (F= [

𝐷1

𝐷2

⋮
𝐷𝑘

]) containing the DCT 

coefficients is obtained by combining all the DCT 

vectors. 

where  𝐅 ∈ 𝐑𝟐𝐍×𝟏. Huffman coding is applied for the 

F vector. Then the bits of the dictionary and DCT 

coefficients are sent to the receiving side. In Figure 3, 

the encoder parts of the proposed method are shown 

for a test image. 

 
Figure 3. Block diagram of the encoder side 

 

As can be seen from Figure 3, the transform 

difference matrix (𝑪𝒅𝒊𝒇𝒇), V, and class bits are coded 

by Huffman coding. Thus, the dictionary and 

coefficient bits are obtained. The bits of eigenvectors, 

dictionaries, and coefficients are sent to the receiver 

side. In the encoder part, the bits of the eigenvectors’ 

elements corresponding only to the largest M 

eigenvalues are sent to the decoder. Then, the 10-bit 

assignment is performed by scalar quantization for 

each element of the remaining eigenvectors. 

Eigenvectors corresponding to the largest M (M<8) 

eigenvalues of autocorrelation matrices are used in 

the study. 

 

2.2.5. Reconstruction of the Test Images 

 

On the decoder side, the received difference matrices, 

average vectors  (𝑨̂𝑘
𝑎𝑣𝑒) dictionaries and the bits of 

the eigenvector matrix are decoded. Firstly, the 

difference matrix is obtained, then the consecutive 
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columns of the TDM are summed using the algorithm 

given below, and the transform matrix (𝑪) is found.  

 

Algorithm 2: Calculating the transform matrix 

Input: Transform matrix (𝑪) 

Output: Difference matrix (𝑪𝒅𝒊𝒇𝒇) 

for t=1 to N/2-1 do 

Calculate t-th column, 

𝐶(𝑡) = 𝐶𝑑𝑖𝑓𝑓(𝑡) + 𝐶𝑑𝑖𝑓𝑓(𝑡 + 1) 

end  

The k-th DCT coefficients (𝑫̂𝑘) are obtained by 

decoding the bits on the receiving side. Then, with 

inverse DCT, approximate k-th average vectors  

(𝑨̂𝑘
𝑎𝑣𝑒) are found. The k-th dequantized transform 

matrix for the image blocks becomes:  

 

 𝒀̂𝑘 = 𝒒𝑢,𝑣𝑪𝒌
𝒖,𝒗

,  k=1,2,…,N/4                        (10) 

where 𝑪𝒌, 𝒀̂𝑘 ∈ 𝑹𝑴×
𝑵

𝟐  . Then, the blocks of the image 

are reconstructed using the eigenvector matrix. The k-

th decompressed image block 

(𝑰̂𝒌 ∈ 𝑹𝟖×
𝑵

𝟐) is obtained by using the eigenvector 

matrix and dequantized transform matrix as follows,  

 

𝑰̂𝒌 = 𝜱𝒀̂𝒌 + 𝑨̂𝑘
𝑎𝑣𝑒,                                          (11) 

                   

these blocks are combined, and the reconstructed 

image (𝑰̂) of size 2N×N/2 is obtained. Then, four sub-

images are performed from this image (𝑰̂). Each sub-

mage is upsampled by 2, and the reconstructed image 

(N×N) is found. All of these processes are shown in 

Figure 4. DaC indicates Dictionary and Coefficient in 

Figure 4 

 

 
Figure 4. Block diagram of the decoder side 

 

 

 

2.2.6. The Complexity of the Proposed Algorithm 

 

Two critical factors in image coding are the 

algorithm’s compression rate and execution 

complexity. For the proposed method’s algorithm 

complexity, the sum of coding and decoding times per 

pixel of the image was measured in microseconds. It 

is known that JPEG has less computational cost than 

JPEG2000 [39]. Therefore, only the computational 

cost of the JPEG is compared with the proposed 

method in this study. Matlab codes in [40] were used 

for the algorithm of the JPEG standard. The proposed 

method (PM) was evaluated for three different 

compression rates (BPP) ranges. The average 

microseconds per pixel (ASPP) values for 40 test 

images are given in Table 1 below. 

 
Table 1. The average ASPP values of PM and JPEG for 

three different compression ranges 

  BPP                 PM (ASPP)         JPEG (ASPP) 

(1-1.6)                  29.7                          10.8 

(0.66-0.9)             10.2                          10.6 

(0.4-0.61)             5.7                            10.5 

As shown in Table 1, the PM has less ASPP than Jpeg, 

especially for BPP: (0.66-0.9). Especially at high 

compression rates (BPP: (0.4-0.61)), the ASPP of the 

PM is about half that of JPEG. However, when BPP: 

(1-1.6), the PM’s ASPP value is approximately three 

times that of JPEG 

 

3. Experimental Results and Discussion 

 

The algorithm execution times have been obtained on 

a desktop PC with a 3 GHz (I5-7400) and 8 GB Ram 

under Windows 10. All images are individually 

compressed using PM, JPEG, JPEG2000, and BPG at 

different compression rates ranging from 0.4 bpp to 2 

bpp. Some of the test images belonging to various 

databases are shown in Figure 5 below 

The SSIM and PSNR-HVS values obtained for each 

image are given in Figure 6 below. Test image 

numbers and compression ratios of images are also 

shown in the columns to the right of Figure 6 

Figures 6 (a) and 6 (b) show that the PSNR-HVS and 

SSIM values of BPG are higher than those of the PM, 

JPEG, and JPEG2000 for most test images. Besides, 

the PSNR-HVS and SSIM values of the PM are better 

than those of JPEG and JPEG2000 for some images. 

However, BPG has been the method that produces the 

best quality images in general for 40 test images. 

Images containing high-frequency components are 

generally low-compression images in figure 6. The 

proposed method for these images gave a lower 

performance, especially compared to JPEG2000 and 
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BPG. Nevertheless, the PM produced images of better 

or approximate quality compared to other methods for 

images containing low-frequency components. On 

the other hand, it is seen that PM gives lower PSNR-

HVS values in some images with indices 6, 8, 25, 26, 

27, and 35 than in other methods.  When these images 

were examined, it was seen that they generally had 

high frequencies. Therefore, the average SSIM and 

PSNR-HVS values of four methods are given for 

these images in Table 2 below. 

According to the results shown in Table 2, the BPG 

has the best scores in terms of average SSIM and 

PSNR-HVS values. Besides, the PM’s SSIM and 

PSNR-HVS values are higher than JPEG. As a result 

of the study, the PM generates better scores than 

JPEG but worse than BPG and JPEG2000 in average 

SSIM and PSNR-HVS values. On the other hand, in 

some images, such as the test image in Figure 7, PM 

achieved much better results than other methods. 

When this image is examined, it can be seen that it has 

high and low frequency regions. This shows that PM 

can give good results in images with different 

frequencies. For example, a reconstructed test image 

found using the PM, JPEG, JPEG2000, and BPG is 

presented in Figure 7, respectively 

 

Although the proposed method’s average PSNR-HVS 

and SSIM values were lower than the BPG, its PSNR-

HVS and SSIM values are significantly better than 

other methods for test images in Figure 7.

 Some studies using PCA in the literature can 

compress images with better quality than JPEG2000 

[30,33,35]. However, these studies used algorithms 

such as hybrid PCA+ JPEG2000 [30], PCA+Wavelet 

[33], and PCA+CAE [35].  Therefore, the 

computation time of these studies is longer than JPEG 

and JPEG2000. The proposed method, on the other 

hand, has less or close computation time compared to 

JPEG and JPEG2000, especially at high or medium 

compression ratios. Because it uses only a KLT-based 

simple compression algorithm. However, when the 

same images used in [33] and in this study were 

examined, it was seen that the study in [33] gave 

higher PSNR values than the PM. 

3. Conclusion and Suggestions 

 

This manuscript generates a new KLT-based method 

for performing lossy image compression. The main 

goal of this method is to provide a good compression 

performance at reasonable computational complexity. 

Unfortunately, KLT is a signal-dependent transform 

that disadvantages practical applications. However, 

this problem was overcome by using a transform 

(eigenvector) matrix, whose size is as small as 

possible. This study differs from other studies as it 

obtains highly correlated pixel blocks with 

downsampling to compress the image better. The 

study proposes a KLT-based image compression 

method applied to the merged blocks of sub-images 

found by downsampling. The differences among 

consecutive transform coefficient columns are 

compressed with this algorithm. It has been observed 

that the transform matrix used in this way gives 

satisfactory results. This study only uses an 8x8-

dimensional transform matrix for a test image. First, 

the image is subsampled, and four sub-images are 

obtained. Next, the rows of these four sub-images are 

combined, and a new image of 2N×N/2 size is 

obtained. Then, the KLT is applied to all image blocks 

using eigenvectors of the autocorrelation matrix 

obtained from this new image’s blocks. Next, 

transform coefficients are obtained using 

eigenvectors corresponding to the largest M 

eigenvalues. Next, Huffman coding is applied to the 

differences between consecutive column coefficients. 

In the study, test images are collected from different 

databases. Thus, the performance of the proposed 

method is examined for images with various 

frequency components. In the results found for the 

test images, the average PSNR-HVS and SSIM values 

of the proposed method were better than JPEG, very 

close to JPEG2000, and lower than BPG. The 

proposed method’s mean PSNR-HVS and SSIM 

values were 37.44 and 0.950, respectively. The mean 

PSNR-HVS values for JPEG, JPEG2000, and BPG 

were 37.16, 37.45, and 39.14, respectively, and their 

mean SSIM values were 0.930, 0.952, and 0.962, 

respectively. It has been observed that the PM 

generally gives better results than those of the JPEG 

and JPEG2000 in images containing low-frequency 

components at high compression ratios. However, the 

compression performance of the PM was decreased in 

images containing high-frequency components at low 

compression ratios. The computation time of the PM 

is about two times less than JPEG at compression 

ratios between 0.4 and 0.6, and it was close to JPEG 

between 0.66 and 0.9. When these results are 

examined, it is seen that the PM gives better or close 

results compared to other methods, especially for 

images containing low-frequency components. Thus, 

PM can be used to compress such images 
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       Figure 5. Some of the test images belonging to various databases 
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Figure 6. SSIM (a) and PSNR-HVS (b) values for PM, JPEG, JPEG2000, and BPG. 
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Table 2. The average SSIM and PSNR-HVS values of the methods 
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                           (c)                                                                                    (d) 

Figure 7. The original image (a), PM (b) (SSIM: 0.99, PSNR:40, BPP: 0.94), JPEG2000 (c) (SSIM: 0.93, 

PSNR:29.2, BPP: 0.94), and BPG (d) (SSIM: 0.97, PSNR:33.8, BPP: 0.94) 
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