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Abstract 

Tourism in Türkiye is fundamentally important for both the Turkish economy and travelers. Green tourism has gained increasing 

attention in the last few years. Analyzing big social data for evaluating environment-friendly tourism in Türkiye is important to gain 

an understanding of the factors impacting travelers' intention to echo-friendly hotels. To meet the goal of the study, the data was 

retrieved from the Tripadvisor website using a crawling technique. Machine learning techniques, particularly Latent Dirichlet 

Allocation (LDA), were utilized to discover satisfaction dimensions from the user-generated content. The k-means clustering approach 

was deployed for data segmentation. Finally, the online reviews classification model was trained and compared using Long Short-Term 

Memory (LSTM), and Gated Recurrent Unit (GRU). The obtained results reveal several important dimensions that impact tourists' 

experience. 
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1. Introduction 

The tourism sector in Türkiye is furnishing 

increasingly. One of the most desired choices for 

travelers is going and unwinding in Türkiye. Many 

travelers prefer to spend their holiday in Türkiye due to 

the geographical position of Türkiye which is located in 

the heart of the world between Asia, and Europe, and it 

is close to Africa as well, along with its astonishing 

nature like long coasts, ancient structures, antiques, nice 

weather, and last but not least echo-friendly hotels. In 

2019 alone, a total of 51.7 million travelers to Türkiye 

were recorded, with around 34.5 billion dollars in 

income, ranking the sixth worldwide in terms of the total 

number of tourists (Tuna & Başdal, 2021). These days, 

people are more willing to discover nature, since it 

improves their living standards as a consequence of 

relaxation, health, and taking advantage of 

environmental services (Prihayati & Veriasa, 2021). For 

several individuals, tourism is essential, and 

progressively earning importance. United Nations 

World Tourism Organization (UNWTO) conducted a 

survey revealing that near to 1.4 billion people traveled 

in 2019 (Streimikiene et al., 2021).  

Adopting green services and products has 

increasingly become a center point in the growing 

businesses, with several organizations deploying 

environmental sustainability as a critical aspect of their 

main marketing policy (Chen et al., 2022). In the tourism 

sector, the green tourism concept has emerged and 

gained increasing attention (Filimonau et al., 2022; 

Yeşiltaş et al., 2022). Strong investigation of 

environmental issues, and looking for solutions to deal 

with such issues most of the time leads to a strong 

intention of travelers to perform echo-friendly actions to 

save the environment (Han et al., 2018). The initial 

expectations of the service given by a green hotel are 

primarily important for the customers. Measurement 

among customers' initial expectations and their actual 

experience of the product can describe customer 

satisfaction (Yu et al., 2022). Social big data analysis 

and online reviews are crucial to discover customers' 

expectations about many features located in 

environment-friendly hotels in Türkiye. Features 

extracted from online reviews will assist governments 

and decision-makers to know what are properties the 

customer interested in. Evaluating online reviews on 

green tourism, and environment-friendly hotel sites are 

substantially critical to enhancing both the Türkiye 

tourism sector and travelers’ satisfaction. Although 

researchers have conducted many approaches and 

methods evaluating online reviews for tourism purposes, 

analyzing online reviews for environment-friendly 

hotels in Türkiye hasn’t been investigated widely.  
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Online review extraction and mining have been the 

focus of researchers in natural language processing in 

the last few years (Afrizal et al., 2019). This is explained 

by the increasing popularity of online reviews among 

tourists, as 90% of them utilize these reviews to reach 

the travel decision and plan their trips (Godnov & 

Redek, 2016). Analyzing Social big data is 

fundamentally crucial to both customers and business 

owners. Big social data have a major impact on 

evaluating customer satisfaction with green hotels in 

Türkiye. Analysis of online reviews for green tourism in 

Türkiye will help decision-makers and hotel owners to 

define the features that the customers are interested in. 

Utilizing these shared online reviews which exist on 

hotel sites with a huge number of reviews is significant, 

as a customer is usually able to write any opinion about 

the hotel without any pressure from business owners or 

workers at that hotel. Unlike many products that are 

evaluated by amount or size, hotels are evaluated by 

experience (Zibarzani et al., 2022). Social big data 

consists of huge amounts of data, shared on several 

numbers of social media sites (Nilashi, Abumalloh, 

Almulihi, et al., 2021). Social big data analysis has been 

carried out in previous literature by utilizing different 

advanced approaches and methods to get reasonable 

assumptions and define market demands. Due to the 

increase of social big data and online reviews shared on 

the internet, Natural language Processing (NLP) has 

become indispensable not only for machine learning 

(ML) scientists but also for decision-makers in the 

market. 

The main aim of this study is to explore the 

experience of tourists in environment-friendly hotels in 

Türkiye based on the content they post on TripAdvisor 

portal. To meet the goal of the study, we retrieved the 

data from the TripAdvisor portal, LDA was utilized to 

discover the dimensions of travelers' experiences, K-

means algorithm was used to segment the customers 

according to their criteria ratings, LSTM, and GRU 

classification models was deployed and compared. To 

simplify the reading of this study, we present a list of 

abbreviations used in this study in Table 1. 

 

Table 1. List of Abbreviations 

Abbreviation Full Term 

ML Machine Learning  

NLP Natural language Processing  

LDA Latent Dirichlet Allocation  

UNWTO United Nations World Tourism Organization 

E-WOM Electronic Word of Mouth  

LDA 

RNN 

LSTM 

GRU 

Latent Dirichlet Allocation  

Recurrent Neural Network 

Long Short-Term Memory 

Gated Recurrent Unit 

2. Literature Review 

2.1. Online reviews 

Social media provides a substantial source for 

interaction, which can be utilized by many research 

fields like economy, trade, politics, and education 

(Bozkurt et al., 2019). The usefulness and reliability of 

online reviews stimulate the endorsement of reviews and 

the inclination of customers to trust online retailers 

(Shaheen et al., 2019). Customers’ purchase decisions 

are heavily affected by online reviews (Huang et al., 

2019). Customers’ preferences located on online 

reviews for several sides of hotels not only affect 

customers’ booking decisions but also help decision-

makers to enhance the service quality of hotels 

continually (Bian et al., 2022). Online reviews have a 

considerable impact on determining the pricing strategy 

and increasing returns (Tian & Zhang, 2022). Online 

reviews represent a powerful type of communication 

and electronic word of mouth (E-WOM) where 

customers not only can spread their opinions but also 

can discuss their experiences, and it is a strong shape of 

hotel marketing (Nilashi, Minaei-Bidgoli, et al., 2021). 

Online reviews' reliability indicates the trustfulness of 

consumers to a specific review that is being read by the 

consumers (Wang et al., 2022). There is a powerful 

impact of online reviews and rating scores on product 

sales in a short timeframe (Ma et al., 2022). Research on 

online reviews for airline companies during the COVID-

19 pandemic revealed extremely negative consequences 

due to several problems connected to refund strategies 

and procedures. Hence, online reviews provide 

decision-makers with a perception from customers’ 

point of view of how airlines are able to deal with the 

serious effects of the COVID-19 pandemic (Rita et al., 

2022). 

2.2. Text mining, and LDA 

The text analysis of online reviews ineluctably 

boosts the concept of “text mining” which indicates the 

procedure of extracting helpful and beneficial 

information from the unorganized text (Alzate et al., 

2022). However, the textual nature of online reviews 

presents a complexity in analyzing and interpreting 

these social data (Alzate et al., 2022). There are diverse 

approaches for mining textual data, which have been 
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deployed in the context of analyzing online reviews, 

including machine learning (Arulraj & Daisy, 2021) and 

lexicon-based methods (Xianghua et al., 2013). Each 

approach has its advantages and shortcomings. Machine 

learning approaches need an advanced level of 

experience in computational capabilities.  As indicated 

by (Magoulas & Swoyer, 2020), finding skilled machine 

learning professionals by firms is not an easy task. As 

the analysis of texts requires specific requirements,  

Latent Dirichlet Allocation (LDA)  was proposed by  

(Blei et al., 2003)  to inspect the topics of textual data 

and to examine the level of competitiveness between the 

products. LDA adopts the concept of a “bag of words” 

to reflect the text as a combination of topics with 

multinomial dissemination of terms. The document 

entails topics, each document has topics with its own 

share and terms’ distribution. As an unsupervised 

learning approach, it can locate the topics to reflect the 

wisdom of the crowds. Supervised approaches entail 

learning data that have a target. In context of textual data 

approaches Including LSTM, and GRU are used. 

Recurrent Neural Network (RNN) models are widely 

utilized in sequential data modeling, including natural 

language, image/video, captioning, and prediction 

(Chimmula & Zhang, 2020; Khaldi et al., 2023). LSTM 

is Long Short-Term Memory Network model which is 

an extension of RNN (Hochreiter & Schmidhuber, 

1997). Since gradient vanishing problem affect the RNN 

operation when dealing with longer sequence models, 

LSTM introduces memory cells consisting of different 

types of gate units, including “output gate”, “input gate” 

and “gate forget” (Liang & Niu, 2022). As a different 

alternative of LSTM, gated recurrent unit (GRU) is 

analogous to LSTM in terms of performance, but its 

computational complexity is lower (Jung et al., 2018). 

GRU is a simpler, popular, and variant of LSTM and 

uses the same gate control mechanism as LSTM (Zhao 

et al., 2017). 

2.3. Green tourism 

Green hotels have been an interestingly important 

field of research in recent years, scholars have taken the 

topic into consideration growingly and increased 

publications related to the topic have been noticed 

(Acampora et al., 2022). For customers from several 

nationalities, there is a positive effect of hotels adopting 

eco-friendly practices on customers’ satisfaction and 

customers’ return inclination to environment-friendly 

hotels (Berezan et al., 2013). Environment-friendly 

hotels have a serious impact on customers’ satisfaction 

and return intention (Merli et al., 2019). The definition 

of green hotels can be described as eco-friendly estates 

that apply eco-friendly behaviors like water saving, 

energy saving, and recycling to protect the globe that we 

inhabit (Association, 2008). Launched by TripAdvisor 

in 2013, the GreenLeaders program aims to encourage 

the adoption of green practices in US hotels (Chen et al., 

2022). The research on this topic has integrated the 

tourism field along with sustainability aspects and 

gained increasing attention (Filimonau et al., 2022). 

Starting from 2016, the relationship between echo-

friendly tourism and customer behaviors has been 

explored in more than 120 studies (Chen et al., 2022). 

Environmental issues represented by water and energy 

consumption, carbon emissions, and waste treatments 

have gained the attention of policymakers and induced 

them to focus on the production of green-friendly 

products and services (Verma et al., 2019) 

3. Materials and Methods 

3.1. Topic modeling (LDA) 

Topic modeling technique utilizes statistical 

approaches to inspect unstructured texts and investigate 

the themes from them.  This can be achieved through 

structuring the text within a number of topics that reflect 

the content of the text using Latent Dirichlet Allocation 

(LDA). In the LDA technique, the number of topics 

should be determined, indicating that 20 topics have 

provided the best performance by several studies 

(Williams & Betak, 2018).  LDA has been deployed in 

text mining studies to explore online reviews and 

incorporate customers' perceptions in several areas of 

research such as marketing (Huang et al., 2022), online 

education (Wei & Taecharungroj, 2022),  and 

accommodation business (Sim et al., 2021). Figure 1 

presents the generative model of the LDA.  

 

 
 

Figure 1. LDA Generative Procedure 
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Description of Figure 1. 

1. For each topic  𝑧 ∈ 𝑍 

• Draw a multinomial distribution ∅𝑧~𝐷𝑖𝑟(𝛽). 

2. For every user 𝑢 ∈ 𝑈, 

• Draw a multinomial distribution𝜃𝑢~𝐷𝑖𝑟(∝⃗⃗⃗). 

• For every Word 𝑤 ∈ 𝐷𝑢, 

(a) Draw a topic 𝑧~𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙 (
𝜃𝑢

→). 

(b) Draw a word 𝑤~𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙 (
∅𝑧

→). 

3.2. Clustering Approach(K-means) 

Following the topic modeling approach, a clustering 

technique was deployed to separate the user-generated 

content into several segments. Clustering approaches 

were utilized in several researches related to user-

generated content analysis (Nilashi, Abumalloh, 

Alghamdi, et al., 2021; Nilashi et al., 2022). The k-

means clustering approach was deployed as an iterative 

clustering technique that finds the optimal cluster center 

through several iterations (E. Zhang et al., 2022) and as 

an unsupervised technique. The deployed k-means 

method is illustrated in algorithm 1. In order to separate 

the n data into specific groups, the K-means algorithm 

finds the mean distance between data points. As 

presented in algorithm 1, the k-means clustering 

approach repeats the calculation of the distances 

between data points and assigns centroids to the 

specified clusters according to the updated distances 

until convergence.

 

Algorithm 1: iterative K-means clustering 

Input       k: the number of clusters, X: A dataset with n data points 

                 Randomly initialize k centroids 

Output     Set of centroids (𝜇𝑧) 

                Repeat 

                         Assignment of each data point to its closest centroids. 

                         Update the cluster centers (𝜇𝑧) 

                Until convergence 

                Return (𝜇𝑧) 

 

 

3.3. Classification Model 

Finally, In order to classify the reviews and predict 

the new ones in terms of being negative or positive we 

deployed and compared LSTM, and GRU machine 

learning methods. RNN is gaining increasing 

importance in natural language processing and text 

classification. The simplest RNN cell is ELMAN which 

is illustrated in Figure 2, which contains only one hidden 

layer.  

 

Figure 2. ELMAN Cell (Khaldi et al., 2023) 

The output from the hidden layer in the RNN is also used 

as the input for the next value input along with the input 

value (Chen et al., 2018). In this way, RNN contains 

sequence dependency definition, for example, output 

(h_t) carries a dependency ratio to previous outputs as 

shown in Figure 2. Therefore, RNN is a successful 

recurrent neural network in predicting the next value 

(Wu & Noels, 2022). 

The LSTM model was proposed by (Hochreiter & 

Schmidhuber, 1996) to solve the problem of gradient 

vanishing in RNN. LSTM offers memory cells 

consisting of several types of gate units, including 

“forget gate”, “gate gate”, and “exit gate” in each 

recurrent body. As shown in Equations (2.1)-(2.4), the 

LSTM unit adds input gate i, forgotten gate f, memory 

unit c, and output gate based on RNN, which 

significantly enhances the long sequence process 

performance (Wu et al., 2022). The operation of the 

LSTM unit is expressed by Equations (2.1)-(2.5). 

 𝑖𝑡 =  𝜎(𝑊𝑖 × [ℎ𝑡−1] + 𝑏𝑖) (1) 

 𝑓𝑡 =  𝜎(𝑊𝑓 × [ℎ𝑡−1] + 𝑏𝑓) (2) 
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 𝑐𝑡 = 𝑓𝑡 × 𝑐𝑡−1 + 𝑖𝑡 × 𝑡𝑎𝑛ℎ(𝑊𝑐 × [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑔) (3) 

 𝑜𝑡 =  𝜎(𝑊𝑜 × [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (4) 

 ℎ𝑡 =  𝑜𝑡 × tanh (𝑐𝑡) (5) 

At time t 𝑖𝑡, 𝑓𝑡 , 𝑓𝑡 , 𝑐𝑡 , 𝑜𝑡 represent the input port, 

forget port, memory unit, and output port, respectively. 

H (hidden layer) represents the hidden layer. The x, w, 

b, and c are represented as input, weight, deviation, and 

cell respectively. (σ) represents the sigmoid function. 

An example of the LSTM unit structure was provided in 

figure 3. 

 

Figure 3. LSTM Structure (Wu et al., 2022) 

GRU is similar to LSTM in terms of performance, 

however, its computational complexity is lower than 

LSTM and removes cell state, and uses a hidden state to 

transmit information (Jung et al., 2018). Along with 

solving the GRU Gradient vanishing problem, it 

combines the forget gate and input gate in LSTM into 

the update gate. The GRU consists of two gates, an 

update gate (update gate 𝑧𝑡) and a reset gate (reset gate 

𝑟𝑡). In Figure 4, the structure of the GRU is provided. 

The operation of the GRU unit is expressed by 

Equations (2.1)-(2.4). 

 𝑧𝑡 =  𝜎(𝑊𝑧𝑥𝑡 + 𝑈𝑧ℎ𝑡−1) (6) 

 𝑟𝑡 =  𝜎(𝑊𝑟𝑥𝑡 +  𝑈𝑟ℎ𝑡−1) (7) 

 ℎ𝑡
′ = 𝑡𝑎𝑛ℎ(𝑊𝑥𝑡 + 𝑟𝑡 ʘ 𝑈ℎ𝑡−1) (8) 

 ℎ𝑡 = 𝑧𝑡 ʘ 𝑈ℎ𝑡−1 + (1 −  𝑧𝑡) ʘ ℎ𝑡
′  (9) 

Where time is referred by t, 𝑥𝑡 and ℎ𝑡 are input 

vectors. The weight matrices 

(𝑊𝑧 , 𝑈𝑧),(𝑊𝑟  , 𝑈𝑟),(𝑊ℎ′  , 𝑈ℎ′)  represent the weights for 

the reset gate, update gate, and candidate latent state 

(ℎ′), respectively. Σ represents the sigmoid function, ʘ 

represents the Hadamard product,  and tanh represents 

the hyperbolic tangent function. The structure of GRU 

was provided in figure 4. 

 

Figure 4. GRU Structure (C. Zhang et al., 2022) 

3.4. Data Collection and Preprocessing 

TripAdvisor was utilized to obtain the dataset for this 

research. Customers’ online reviews were gathered from 

different eco-friendly hotel websites located in Türkiye; 

which are presented on the TripAdvisor platform. The 

TripAdvisor GreenLeaders program regards the 

behaviors of hotels towards green practices and ranks 

them according to 4 levels: Bronze, Silver, Gold, or 

Platinum; which are displayed notably on the estate's 

listing on the TripAdvisor site. Properties which 

demonstrate more green actions are able to get higher 

TripAdvisor GreenLeaders levels (UNEP, 2013). The 

crawling technique was employed to crawl TripAdvisor 

hotel sites using their URLs. Selenium library was 

utilized to crawl the online reviews from different green 

hotels located on the TripAdvisor website. Webdriver 

was imported from the Selenium library and google 

chrome was utilized for the crawling operation. Reviews 

located on TripAdvisor hotel sites are distributed with 

around 10 reviews per page. In the crawling technique, 

we deployed a loop to navigate through these pages and 

get the body of the reviews by their data-reviewid XPath 

then get reviews by their XPath. The looping operation 

utilized Selenium and for each iteration, to navigate to 

the other pages the next button of the page was clicked 

and the next URL was given to the crawler. The 

operation continues throughout the pages until reaching 

the last page of the green hotel located on TripAdvisor. 

Figure 5, illustrates an example of the text-based 

reviews collected by means of the crawler. The crawler 

was built to collect customers’ online reviews related to 

the hotels that we aimed to investigate. We gathered 

17314 online reviews from different hotels located in 

Türkiye. The collected reviews’ language is English. 

Collected data was cleaned from useless words or 

sentences like emails and new line symbols. In addition, 

gathered data was checked in terms of the existence of 

null values. We avoided encountering unfamiliar 

vocables and texts in the results by cleaning the 

collected data. Criteria ratings have been collected by 

the crawler and missing values have been filled using the 

mean of the column to which the data point belongs. 

Figure 6. illustrates the criteria ratings generated by the 
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users. The research method followed in this study is 

presented in Figure 7. 

 In the customer review classification stage, we 

noticed that the customers’ reviews with 4  overall 

ratings and higher were positive and the customers’ 

reviews with 3 overall ratings and lower were negative. 

The dataset was consisting of  951 negatives and 16363 

positive reviews. In order to train the model with a 

balanced dataset we collected more data with negative 

reviews and eventually, we built a new balanced dataset 

for the classification model with an overall of 6611 

reviews consisting of 3305 positive reviews and 3306 

negative reviews. The dataset was separated into train 

and test, 80% of the dataset was allocated for train and 

20% for test. To train the ML model, the customers’ 

reviews were converted to numerical values using 

Tokenizer API from TensorFlow Keras. Eventually, the 

sentences are represented by a sequence of numbers 

using texts_to_sequences from the Tokenizer object.

 

Figure 5. Textual Review

Figure 6. Criteria Ratings
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Figure 7. Research Method 

 4. Data Analysis 

Online reviews data collected from TripAdvisor 

were preprocessed and meaningless words were 

excluded. LDA is utilized to discover the satisfaction 

dimensions of customers’ online reviews. Gensim 

library was utilized to create LDA topic modeling 

method.  The analysis of the data entails four main 

stages; the cleaning and preparation of the social data;  

the discovery of satisfaction dimensions from the online 

reviews, customer segmentation based on criteria 

ratings, and the visualizations of the dimensions. A stage 

of online reviews classification is provided in this study 

as well. Online reviews are usually short and the LDA  

is limited in handling short textual data (Zhang et al., 

2021). Hence, a preprocessing stage of the data is 

essential to improve the performance of the generative 

model. The preprocessing of the data includes (1) 

removing the stop words, (2) removing emails and 

newline characters, (3) tokenizing the words,  and (4) 

cleaning up the text. The stop word list provided by the 

NLTK package is extended by adding more stop words 

to the list. The Python package; pyLDAvis was 

deployed to present the visualizations of the LDA topics. 

The number of topics was adjusted until we obtained 

non-overlapping segments of data, which leads to 4 

main topics as presented in Figure 3. Besides, to 

visualize the topics we generated a word cloud of each 

topic as presented in Figure 9. The circles in  Figure 8 

represent the topics, in which the size of the topic 

demonstrates its significance.  Figure 9, presents the 4 

main topics in the online reviews dataset and the most 

relevant word distribution related to a specific topic. In 

this study, 4 topics are generated and 30 keynote words 

for each topic are obtained. The data cloud for each topic 

is presented in Figure 9, presenting the higher 15 words 

in terms of frequency in that specific topic. 

Online 

Reviews 

Removing emails 

and newline characters 

Text Mining 

LDA 

Customer Satisfaction 

Dimensions 

TripAdvisor 

Crawling  

Deleting Stop 

Words 

Tokenizing 

the words and 

cleaning up the 

text 

Customer 

Segmentation using K-

means 

Online Reviews 

Classification 
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Figure 8. The Main Extracted Topics 

Figure 9. Generated Word Cloud 

K-means clustering was deployed to separate the 

customers into groups with similar ratings. In the 

clustering approach, 3 segments (k = 3) were regarded. 

The outcomes of k-means clustering are illustrated in 

Table 2. The Segment1, Segment2, and Segment3 

centroids are [27.392175, 36.879851, 23.958665, 

33.388009, 37.600293, 35.423475], [40.050183, 

42.673045, 43.954379, 42.569097, 46.634343, 

42.353479], and [47.844337, 48.088739, 49.676296, 

47.976478, 48.700235, 47.985772] respectively. 

Dividing the customers into segments with similar 

tendencies through their ratings is important to gain 

deep insight into the customers’ preferences. Along with 

that, new customers can be assigned to a segment based 
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on the distance of their ratings to the clusters’ centroid. 

The obtained centroid centers reveal the dimensions 

which have more impact on customers' satisfaction. For 

example, the obtained results in Table 2 show that in  

Segment 1, the customers’ ratings in cleanliness criteria 

are higher compared with others in the same group. In 

Segment 2, it is obvious that the customers provided 

moderate criteria ratings for the entire group, the 

customers have given lower ratings for value criteria 

than other criteria, therefore, they have indicated their 

less satisfaction related to value criteria. It is clear that 

the travelers’ satisfaction with cleanliness criteria is high 

compared with other criteria ratings in Segment 2. In 

Segment 3, customers' ratings are high in general 

throughout the group. In segment 3, It is clear that the 

travelers have been notably happy with the service of the 

obtained data from the targeted green hotels.

Table 2. Cluster centroids 

Attribute Segment1 Segment2 Segment3 

Value 27.392175 40.050183 47.844337 

Location 36.879851 42.673045 48.088739 

Service 23.958665 43.954379 49.676296 

Rooms 33.388009 42.569097 47.976478 

Cleanliness 37.600293 46.634343 48.700235 

Sleep Quality 35.423475 42.353479 47.985772 

LSTM and GRU were deployed to classify 

customers’ reviews into either positive or negative. In 

both LSTM and GRU, adam optimizer, and sigmoid 

activation function were used. The used number of 

epochs for training the model is 15 epochs. The training 

and validation loss curve of the LSTM model is 

presented in Figure 10. The accuracy curve of the LSTM 

model is illustrated in Figure 11. The accuracy obtained 

for the LSTM model was 0.8670 and the obtained loss 

was 0.3297. The precision, recall, and f-1 score of the 

LSTM model was provided in Table 3. It is obvious that 

the curve of training was decreasing towards zero in the 

training and validation loss, and increasing towards 1 in 

the accuracy in both LSTM and GRU models. 

 

Figure 10. LSTM model loss curve 

 

Figure 11. LSTM accuracy curve 

Table 3. Results of the LSTM model 

Category Precision Recall F-1 score 

Negative 0.87 0.87 0.87 

Positive 0.86 0.86 0.86 

 

GRU model was trained using the collected balanced 

dataset as well. GRU model training and validation loss 

are depicted in Figure 12. GRU model accuracy is 

illustrated in Figure 13. The obtained accuracy in the 

case of GRU was 0.8700 and the obtained loss value was 

0.3408. The precision, recall, and f-1 score of the trained 

GRU model was provided in Table 4.  
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Figure 12. GRU model  loss curve 

 

Figure 13. GRU model accuracy curve 

Table 4. Results of the LSTM model 

Category Precision Recall F-1 score 

Negative 0.88 0.87 0.87 

Positive 0.86 0.87 0.87 

. 

5. Results and Discussion 

Data collection and machine learning application on 

the dataset results reveal the main topics and the main 

features that impact the customers’ attention. We 

modified the number of topics given to LDA until we 

found that 4 topics is the appropriate number of topics 

that showed non-intersecting clusters with adequate 

space between the topics reached. The results of the 4 

main topics are depicted in Figure 8, and Figure 9. We 

can infer from Figure 9. the main criteria and main 

features that caught the customers’ attention. Topic 1 

focuses on properties like pools, restaurants, terrace 

views, etc., Topic 2 concentrates on beverage services 

like drinks, tea, coffee, etc., Topic 3 words cloud is 

centered on other quality features such as the time, hour, 

night, day, etc., and finally, Topic 4 considered general 

services like staff, breakfast, stay, etc. Following 

revealing satisfaction dimensions from the obtained 

dataset, customers were partitioned into 3 segments 

using the k-means clustering technique. The extracted 

segment revealed customers' behaviors for each rating 

criterion. We can infer from cluster centroids in Table 2.  

that customer satisfaction in Segment1, Segment2, and 

Segment3 are low, moderate, and high respectively. In 

Segment1, the customers’ satisfaction has been high 

with cleanliness and location criteria, and low with the 

service criteria, Generally customers’ satisfactiın in 

Segment1 is relatively low compared with the other two 

segments. In Segment2 the customers have been more 

satisfied with the cleanliness criteria and less satisfied 

with value criteria compared with the other criteria in the 

same group, and the customers’ satisfaction in 

Segment2 is relatively moderate. Finally, in Segment3 

the customers’ satisfaction is high, especially for service 

criteria where the customers have been highly satisfied 

with the 49.676296 centroid center.  cluster centroid. 

These presented features in the extracted 4 topics and the 

extracted centroids for each segment can help hotel 

managers and decision-makers to understand the 

customers’ concerns about green hotels. Hotel managers 

and decision-makers can know by these topics and 

features what sections they should enhance in their eco-

friendly hotels as well. 

As presented in Figure 9, four main topics were 

extracted from the online reviews, we refer to Topic 1 as 

facilities-centered, Topic 2 as beverage-centered, Topic 

3 as timing-centered, and finally, Topic 4 as services-

centered. From this clustering, we can confirm the 

alignment of our findings with the results of previous 

literature in similar contexts. The facilities in the hotels 

such as rooms, pools, and restaurants are vital for the 

choice of the hotel and the assessment of the overall 

tourism experience (Bauer et al., 1993).  Beverages and 

drinks also gained the interest of researchers in the 

tourism and hospitality businesses (Park et al., 2016; 

Türker & Süzer, 2022). Timing in terms of services such 

as check out, dining, and room services is important for 

tourist satisfaction and has been explored in previous 

literature (De Palma et al., 2018). Finally, the important 

role of service quality in the hotel industry has been 

endorsed in previous literature through empirical 

outcomes (Fan et al., 2022; Harif et al., 2022; Perramon 

et al., 2022). As presented in table 2. customer 

segmentation has been utilized in several researches due 

to the significance of centroids in the prediction of new 

customers’ satisfaction by means of their criteria ratings 

(Nilashi, Abumalloh, Alghamdi, et al., 2021; Nilashi et 

al., 2022). 

In this study, in order to classify the customers’ 

reviews in terms of being positive reviews or negative 

we trained LSTM and GRU models. From the results, 

we can infer that in this experiment GRU model gives 

an accuracy of 0.8700 which was higher than the 

accuracy of LSTM with 0.8670. The model shows 

successful results which is able to recognize whether a 

customer’s review is negative or positive with a high 

rate of accuracy. LSTM, and GRU which is an extension 
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of RNN that solved the problem of gradient vanishing 

play a key role and had been widely utilized in text 

classification in the literature (Liang & Niu, 2022; 

Moirangthem & Lee, 2021; Wadud et al., 2022). 

Our results support the findings of previous literature 

in the context of green tourism as these factors were 

located as important drivers of customers satisfaction in 

the study by (Bauer et al., 1993; D’Alessandro, 2016; De 

Palma et al., 2018; Kim et al., 2016; Park et al., 2016; 

Zamparini et al., 2022). 

6. Conclusion 

Revealing customers’ expectations are pretty 

important for the tourism sector and particularly for 

green tourism practices in hotels. In this study, we 

collected online review data which is considered an 

important type of big social data generated by users on 

the TripAdvisor site using a crawling technique that 

crawled online reviews from hotel sites using their 

URLs. Gathered data preprocessed, stop words were 

deleted and extended, extended stop words contained 

meaningless words and repeated words, emails and 

newlines were removed, words were tokenized,  and the 

text was cleaned. The most important features that 

gained tourists' interest were discovered by utilizing the 

LDA topic modeling technique. In order to understand 

the customers’ behaviors better we partitioned the 

customers into 3 main groups using the k-means 

clustering technique. Finally, a new balanced dataset 

was built in order to be utilized in the classification 

model. After the data preprocessing stage LSTM and 

GRU were trained, and GRU was given higher accuracy. 

Consequently, GRU was deployed. 

Traveler satisfaction is fundamentally significant in 

the tourism sector and particularly in environment-

friendly hotels. This study utilized online reviews in 

echo-friendly hotel sites and applied natural language 

processing techniques on the online reviews to discover 

the travelers’ satisfaction dimensions. Research findings 

show t 4 major satisfaction dimensions that we covered 

in the discussion section. These dimensions are highly 

important for green hotels to take into consideration. 

Hotels can enhance the main features in their area based 

on these dimensions extracted from travelers’ online 

reviews. The research presented insights for decision-

makers in the tourism industry by revealing the 

important factors for tourists’ experiences and clustering 

the customers with similar rating behavior. 

7. Limitation of Study and Future Work 

The study has a few limitations in terms of the 

collected data and the deployed method. The data was 

collected from one online social platform; TripAdvisor; 

regarding its popularity among tourists, other portals can 

be utilized to investigate tourists’ perceptions more 

broadly. The deployed method focused on discovering 

the dimensions of travelers' satisfaction using the LDA, 

segmenting the customers into groups with similar 

rating behavior, and training comparing the proposed 

ML models for the classification of the collected 

customers’ reviews. other research models that entail a 

survey-based approach, and customer prediction using 

fuzzy logic approach can present a wider perception of 

the ranking of the importance levels of the discovered 

satisfaction dimensions 
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