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Abstract: Information systems are important references aiming to support the decisions of decision-

makers. Information reliability depends on the accuracy and efficacy of data and models. Therefore, 

some risks may emerge in information systems concerning models, data, and humans. It is important to 

identify and extract outliers in decision support systems developed for the health information systems 

such as the detection system of Covid-19 symptoms. In this study, the risks that are important in decision 

making in Covid-19 symptom detection were determined by the statistical time series (ARMA) approach. 

Potential solutions are proposed in this way. Moreover, outliers are detected by software developed by 

using the Box-Jenkins model, and the reliability and accuracy of data are increased by using estimated 

data instead of outliers. In the implementation of this study, time-series-based data obtained from 

laboratory examinations of Covid-19 test devices can be used. With the method revealed here, outliers 

originating from healthcare workers or test apparatus can be detected and more accurate results can 

be obtained by replacing these outliers with estimated values. 
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1. Introduction  

Health institutions are very important centers where financial values and risks must be managed 

effectively because, for all health institutions, it is essential to employ qualified personnel, purchase 

expensive equipment and machinery and use full-fledged buildings. In addition, it is particularly 

important to manage information systems accurately and use them effectively. A transformation is 

realized on the way from data to information and such transformation is implemented by information 

systems [1]. Thus, useful and meaningful outputs can be achieved by transforming so-called raw data 

into information [2]. Transformation into the required strategic information after a line of transactions 

such as preparation, processing, and communication of raw information is realized thanks to the 

information systems [3]. It is obvious that information systems also have a strategic role for 

organizations. Information systems are highly important in the development of products, services, and 

qualifications needed by organizations to gain an advantage over their rivals [4]. 
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Strategic information systems are described as instruments using development, practice, 

transformation, and communication of organizational strategies [5]. Thus, information systems are a set 

of associated elements generated to enable control and coordination in the organization and collect, 

process, store and disseminate data to be used in decision-making [6]. 

Information system, on the other hand, is a series of organized transactions that support decision-

making and provide control. An information system has a 7-phase hierarchical structure that contributes 

to the decision-making process. This structure is as described below [7]: 

(1) Data collection (through observation or measurement), 

(2) Data organization, 

(3) Data processing, 

(4) Outputs, 

(5) Transformation from outputs into information, 

(6) Presentation to the decision-maker, 

(7) Decision-making (contributed by the expertise of decision-maker). 

As physicians manage and supervise diagnosis, treatment, and control processes of a disease, they 

are often required to make accurate and effective decisions. The Decision-making process aims to 

encourage versatile thinking and transform uncertain environments into relatively stable environments. 

On the other hand, it is necessary to take into consideration the conditions of patients who will be 

positively or negatively affected by the decisions made, as well as the potential gains, losses, and risks. 

Decisions taken by physicians have a broad area of impact. These decisions are virtually managerial and 

each decision results in an array of changes and costs. Changes are generally directed toward increasing 

the competitive edge and efficiency and can be used to create new areas of health investment [8]. 

Health institutions are significant tools in the transition from conventional therapy methods to 

modern therapy [9]. These institutions have developed a major reliance on information and 

communication technologies from the past to the present [10]. This reliance is undoubtedly out of 

necessity. The most significant tools of information technologies are information systems. Data entered 

into information systems must be protected to maintain the reliability and efficacy of these information 

systems. Such protection is called security. In fact, data entered into health information systems are data 

regarding patients and, thus, they must be given the utmost care and consideration [10]. While electronic 

data enable health care organizations to identify areas of strength and weakness within their own 

operational environments, sometimes unintended negative consequences can occur even among the 

highest-functioning healthcare systems [11]. Data concerning a patient contain clues used in the 

diagnosis and treatment of the disease and are of vital importance to the patient. If such clues cannot be 

protected or become biased due to human or instrument-induced errors, then a physician who makes 

decisions based upon such data may be mistaken. As a result, diagnosis and treatment decisions will be 

erroneous as well. In such cases, serious vital risks occur for the patient. The physician and health 

institution may also inevitably encounter problematic processes. 

Such errors not only put the patient's life in danger, but they also cause irreparable loss of prestige 

for health institutions that need to be managed in a serious manner. Furthermore, the hospital is faced 

with numerous question marks, and the health institution and physician encounter a series of material 

and immaterial sanctions. In addition, this kind of news is presented to large populations via mass 

communication tools, media devices, and social media platforms. It is apparent that the diagnostic 

decisions of physicians who are significant elements of health institutions have a broad area of influence. 

Prior to making decisions bearing very significant material and vital risks for both health institutions 

and physicians, and most importantly for the patients, data utilized in disease diagnosis and treatment 

must be subjected to a series of control processes before their entry into the information systems [12]. 
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Information that is acquired from information systems and contributes to the decision-making 

process may contain models, data, and human-induced outliers. However accurately the information 

system and the physician works, such errors may result in biases in information generation and cause 

physicians who are in the decision-making position to make wrong decisions. Data that provide a basis 

for models, thus for information, maybe misentered by individuals, or if data is obtained via 

measurement and weighing instruments, misuse of such instruments may cause a bias on data. Also, 

data is by its nature acquired in different ways than expected, which is explained as an expression of an 

unforeseen outlier [13].  

In this study, a method is proposed for verifying the accuracy of data used in health information 

systems. Statistical time series (ARMA) approach and Box-Jenkins model were used in the method. The 

method was applied to data known as Box-Jenkins A series and outliers were detected and eliminated.  

This study uses time series analysis in health information systems. Despite the fact that the method 

was used in different kinds of fields, no studies, projects, or reports using the method on health data are 

available in the literature. In this regard, it is considered that the present study will serve as a source for 

this type of study.  

2. Literature Review 

Time series is a highly effective forecasting and analysis tool in statistics and various other 

disciplines in recent years, in relation to the analysis of datasets obtained in equal and unequal time 

intervals. Datasets obtained at equal time intervals are defined as discrete time series, and datasets 

obtained at unequal time intervals are defined as continuous time series. Detection of outliers in time 

series is known as outlier analysis. Outliers in time series were first studied by Fox in 1972 [15]. Fox 

developed a method called the likelihood ratio test to detect outliers (effects) in autoregressive (AR) 

models and defined the outliers detected with this method as first and second-type outliers. Fox also 

conducted studies on the power functions of outliers. Henceforth, many researchers developed methods 

encompassing all ARIMA models for detection of multiple outliers based on and building upon, Fox's 

studies. As well as Hilmer (1984), Tsay (1986), Pena (1987), Abraham and Yatawara (1988), Chang, 

Tiao, and Chen (1988), and Bruce and Martin (1989) contributed to the literature with similar studies 

[13,16-20]. 

Besides, Abraham and Yatawara studied the method of Lagrange multipliers and score-based 

outlier tests in 1988. Pena (1987), Abraham and Chuang (1989), Bruce and Martin (1989) studied and 

published articles about tests depending on the elimination of outlier observations during outlier 

detection and effective observations in time series [21]. 

Initial studies on the effect of outliers in time series were conducted by Box and Tiao in 1975 

[22]. Another study on the detection of outliers is the method called Robust Procedure developed by 

Denby and Martin in 197923. This method was further studied by Martin and Yohai in 1985 [24]. Chang, 

Tiao, and Chen (1988) revealed in 1988 that incorrectly detected outliers lead to a loss of efficacy of 

test methods. Monte-Carlo simulations were employed to detect the C value which is the critical value 

used in outlier detection. 

Time series is a serious area of research in statistics. It is also an analytical tool frequently used 

in quality control procedures, genetic algorithm optimization, fuzzy logic studies, import and export 

forecasting processes, chemical concentration analyses, and all time-dependent optimizations [25]. 

Also, predictive models like AR, MA, ARMA, ARIMA, and SARIMA through Box-Jenkins 

methodology have largely evolved in the second half of the 20. Century [26]. These models were used 

in different fields like health, economy, technology, transportation, and environmental areas [27-31]. 

Aydın and Karaarslan proposed a digital twin-based health information system in their study. In 

that study, image and sound data are obtained by mobile phone. Similarly, information such as body 
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temperature and saliva samples are obtained through various sensors. Data from different sources are 

represented by a digital twin created in the cloud, where it is aimed to determine whether the person is 

Covid-19 by artificial intelligence and machine learning techniques [32].  

The COVID-19 outbreak caused radical changes in public life. Various measures are being tried 

to prevent the spread of the virus. More than 225,000 deaths and 3.2 million cases occurred during the 

study by Usman and his friends. Early detection of Covid-19 symptoms will contribute to preventing 

the outbreak from expanding. In this way, sick individuals can be quarantined and prevented from 

transmitting the disease to others. Usman et al. looked into the possibility of using speech to detect 

COVID-19 symptoms at an early stage. With this study, a low-cost and ubiquitous solution is proposed 

with early diagnosis. No complicated and expensive medical devices or specialized medical 

professionals are required for the preliminary assessment of symptomatic individuals. COVID-19 

symptoms can be detected by an application running on a mobile device. Thus, health authorities can be 

warned [33]. 

In the past period, online sites and chatbots have been developed to control the symptoms of 

COVID-19. Since there is no study that statistically evaluates the accuracy of COVID-19 symptom 

controllers, Munsch et al. conducted a study. In their study, 10 COVID-19 symptom controllers, which 

are available online for free between 3-9 April 2020, have been selected. Versions of these symptom 

controllers in this date range were used. Updates after that date were not considered for analysis. They 

developed two additional simple symptom controllers as a basis for performance evaluation of 10 online 

COVID-19 symptom controllers. These two controllers evaluate and weigh the presence of COVID-19 

symptom frequencies provided by the World Health Organization based on vector distance (SF-DIST) 

and cosine similarity (SF-COS) [34]. 

Mackey et al. aim to identify and characterize user-generated conversations that can be addressed 

in disease recovery using COVID-19 symptoms, test access experiences, and an unattended approach to 

machine learning. They collected and examined the tweets between 3-20 March 2020 from Twitter. In 

these tweets, the words related to COVID-19 were filtered. Subject clusters consisting of these words 

were analysed using an unsupervised machine learning approach called Biterm Topic Model (BTM). 

The tweets in these clusters were then removed and manually explained for content analysis and 

evaluated for their statistical and geographical features. They collected a total of 4,492,954 tweets 

containing terms that could be related to COVID-19 symptoms. They identified 3465 (<1%) tweets with 

filtering. They analysed these tweets [35]. 

An application-based self-reporting tool has been created to identify the distribution pattern and 

possible unreported symptoms by Zens et al. From April 8 to May 15, 2020, they used an app installed 

on smartphones by 22327 people. Participants are asked to enter information through questionnaires. In 

this way, they gathered information on both disease histories and symptoms of COVID-19. With this 

information reported by the participants, it becomes easier to identify new symptoms of COVID-19 

disease and to predict the predictive value of some symptoms. In this way, it helps to develop reliable 

scanning tools. According to the data obtained in this study, they emphasized the necessity of loss of 

smell and taste as a cardinal symptom and showed that diabetes is a risk factor for the highly 

symptomatic course of COVID-19 infection [36]. 

3. Materials and Methods 

In recent years there has been considerable interest in the effect of outlying observations in 

models. Robust techniques have been developed to reduce the effect of such observations. Hence, a 

large number of tests and procedures have been developed for outlier detection. Most of these procedures 

operate in the following ways [14]: 
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(1) Sequentially, examining the most deviant observation first and considering other observations 

only when the first is beyond the threshold. 

(2) Without regard to the differing influence observations may have on the parameter estimates 

or predicted values which are often the prime focus of the analysis. 

When an outlier is detected, the analyst is faced with a number of questions [14]: 

(1) Is the measurement process out of control? 

(2) Is the model wrong? 

(3) Is some transformation required? 

(4) Is there an identifiable subset of the observations that is important in its different behavior? 

These issues affect the interpretation and confidence in the resulting estimates and/or predictions.  

In this study, outlier values were tried to be determined in the evaluation of the data used in the 

detection of COVID-19 symptoms. For this chemical concentration value known as Box-Jenkins, A 

series were used to perform error analysis on the data. All systems and details about the materials and 

methods used are given in the subsections below. 

3.1. Information Systems 

A system is defined as a whole and a set of associated elements, with inputs and outputs and with 

predetermined borders, made up of interacting parts put together to achieve a goal or purpose [6]. 

The definition of system is a general definition likely to also include information systems. 

Information systems are specific-purpose systems developed to achieve specific goals. Information 

systems are featured, special-purpose software that transforms data into tangible information. 

Data which refers to the input in information systems represent events occurring in the 

organization or the physical environment. Data does not have the characteristics and qualities of 

information by itself and cannot be used as information. However, information obtained by association 

and processing of data attained as a result of an observation or transaction is usable. Data cannot be used 

as a reference by itself. For instance, a physician uses large amounts of data in disease diagnoses. Blood 

values, urine values, blood pressure, and heartbeat counts, and if required, X-ray and similar instruments 

are evaluated together and an opinion is formed on the diagnosis of the disease. Each value mentioned 

above is unable to go beyond being data only. An opinion built upon the combination of all data is 

qualified as information and it supports the decision made by the physician. 

3.1.1 Information Systems 

Information systems are named in accordance with their functions and purposes. In this sense, six 

different information systems are available as listed below [6]. 

These information systems are Transaction Processing System (TPS), Management Information 

System (MIS), Office Automation Systems (OAS), Decision Support Systems (DSS), Executive 

Information Systems (EIS), Knowledge Work Systems (KWS), and Health Information Systems (HIS). 

It is also possible to come across numerous special-purpose information systems other than those 

mentioned above and developed outside these categories. The common input of all information systems 

is data [37]. 

The healthier the data is, the more reliable and accurate the information will be. Data security 

depends on the attention and experience of individuals obtaining and entering such data into the system 

and on the reliability of systems. Since it is not always likely to operate a process with individuals doing 

their jobs properly, it is essential to test whether the data is healthy and ensure that they are reliable. To 

this end, it is necessary to ensure the compatibility of data forming the basis for modeling with an 

appropriate model and to operate an algorithm testing the presence of any outliers on the data. If there 

are any outliers on the data, then it is required to determine their effects and eliminate such effects 
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(errors) and optimize data. Through this process, the compatibility of data constituting the information 

can be ensured and consistent results can be achieved. 

3.1.2 Strategic Role of Information Systems 

Information systems have some significant strategic roles. The first of these roles is to help 

organizations establish a lasting advantage over their competitors, and the other role is to make 

technological innovations factors of production in the right place at the right time. Furthermore, the 

integration of these innovations into the business processes facilitates adaptation to technological 

changes, enables the transition to automation, and paves the way for obtaining higher quality data at a 

cheaper price. Although such adaptation is costly and difficult in the initial phase, its gains over time 

are ample and noteworthy. According to the information systems literature, it is generally regarded that 

strategic information systems have two types of benefits [38]: 

• The first one is information-based gains obtained from a number of technological ideas specific 

to the organization and earned through creative ideas. 

• The second one is already existing benefits that can be acquired by everyone and whose strategic 

significance is understood through extensive and effective use. 

Although the importance of information systems for organizations was not understood in the past, 

they are becoming increasingly important due to higher competition and unstoppable technological 

changes. 

3.1.3 Advantages of Health Information Systems 

Health information systems are software dynamics that are important for an organization at all 

levels [39]. Given their strategic roles, information systems provide a series of advantages to health 

institutions. These advantages include: 

• Fast access to high-quality information, 

• Adaptation to technological changes,  

• Cooperation with scientific methods,  

• Resistance to compete,  

• Opportunity to follow innovations and adapt them to businesses,  

• Accurate diagnosis and satisfaction,  

• High profits and chance to grow,  

• Ease of adaption to changes,  

• Remodelling opportunity,  

• Setting a basis for research and development activities. 

3.2. Statistical Modeling Process 

The most frequently used statistical software packages today include SPSS, MINITAB, SAS, 

STATISTICA, and so on. Model parameters are generated in order to eliminate the potential outliers 

from data by using these packages which are a kind of information system. In this study, Statistical 

modeling transactions are performed using MINITAB software package. Data retrieved for this purpose 

is regarded as time series (ARMA) (Auto Regressive Moving Average Model) data. 

3.3. Box-Jenkins and Outlier Forecasting Model 

Outlier modeling is a process for eliminating the bias occurring on the data because the result of 

modeling with biased data is necessarily biased. In this regard, it is necessary to remove the biases 

occurring on the data and it should be done before modeling. This process is also called data cleaning. 

Data Cleaning is the process that consists of detecting and imputing anomalous data1. In this 

context, two types of outliers are observed in Box-Jenkins time series forecasting models [15]. Type 1 
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errors (Additive Outlier (AO)) are induced by individuals, devices, or erroneous use of devices. Effects 

of these outliers which are not data-related must certainly be separated from observations [41]. Type 2 

errors (Innovational Outlier (IO)) occurs as a result of natural randomness and affects all observations 

starting from their emerging with a decreasing trend. There are differing opinions on whether the effect 

of this second type of error should be separated or not. It is observed that errors in time series can be 

identified with their sources and reasons [13,15]. 

In addition, error detection in time series is based on autocorrelation established between residuals 

)( te  ( :  autocorrelation
*

1 ttt    tttt eEE  )()0),(( 1  ), and the Type 1 error 

detection can be done much more easily by data scanning processes [41].On the other hand, in Type 1 

error, the effect on parameter estimation is much higher and is defined as a shock effect [40].  

Box-Jenkins time series model is defined as follows: 

Assume that tx  is a time series generated with ),( qpARMA a model containing no data error.

),( qpARMA  Model is described as: 

𝜙(𝐵)𝑥𝑡 = 𝜃(𝐵)𝑒𝑡         (1) 

where, ktt

kq

q

p

p xxBBBBBBB  ,...1)(,...1)( 11  0)( txE ),0(}{ 2te . If
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 values which are the roots of )(B  function defined in the equation model are outside the unit 

circle, then the model fulfills the stationary condition; if 
p ,...,1

values which are the roots of )(B

function are outside the unit circle, then it fulfills the nonstationary condition, and thus, reversibility 

assumptions [42]. 

The stationarity of time series simply refers to keeping the correlation between observations and 

error terms within prescribed limits and to the decrease of partial autocorrelation values of observations 

in parallel with the increase in lags. In addition, if the series is stationary, the assumptions that are 

prerequisites for time series modeling will be met. In the Box-Jenkins model, error types can be 

classified as human-induced errors, data-induced errors, and model-induced errors. 

3.4. Human-Induced Error Type 

If an observation value is calculated differently than expected due to a human or instrument 

mistake or as a result of a measurement error, these types of outliers are defined as first type or human-

induced errors. Such errors cause shock changes on parameter estimation values [40]. It occurs when 

normal data is incorrectly entered into the system by individuals or in similar cases. Also, parameter 

bias is sharper and greater in these types of errors. Effects on such observations must definitely be 

eliminated. They are defined as Additive Outlier (AO) or A-type outlier models in the literature. Such 

errors can be detected more accurately through data scanning processes. They were first introduced and 

modeled by Fox in 1972 [15]. 

Human-induced outlier model is defined as 

 𝑦𝑡 = 𝑧𝑡 + 𝛿𝑥𝑡          (2) 

where ty  is the observed value,   is the size of outlier, tx  is variable valued as 1 at the time of 

outlier (T = t)  and 0 in other times [13]. 

3.5. Data-Induced Error Type 

The Data-induced model affects subsequent observations starting from its emerging position. If 

the outlier has a persistent or permanent effect on the level and variance process of the series, it is called 

an innovational outlier. This refers to an illness (anomaly) state with decreasing effect. Such effect 
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progressively decreases. It was first introduced by Fox in 1972 and modeled as the Innovational Outlier 

(IO) model. It is also defined as a B-type model in the literature [15]. 

The data-induced error model is expressed as 

)(
)(

)(
TTT xe

B

B
y 






         (3) 

where 𝜃(B) is the MA function, 𝜙(B) is the AR function, et is the residual at the time, xt is the 

variable with a value of 1 at T = t and 0 at other times [13]. 
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In error detection processes, C values are taken as C=3.00 for high-sensitivity detection, as 

C=3.50 for mid-sensitivity detection, and as C=4.00 for low-sensitivity detection. 

3.6. Model-Induced Error Type 

Another risk encountered in information systems is the selection of the wrong model equation for 

the data. In such cases, totally normal observations can become outliers as a result of selecting the wrong 

model [1]. Furthermore, models established without eliminating the potential error effects on data may 

be erroneously selected. It is necessary to observe the tendencies of data on the scatter diagram in order 

to avoid such outliers. Thus, it will be possible to have preliminary information on appropriate models 

for the data. 

3.7. Error Detection Algorithm 

Error detection algorithm consists of the following steps:  

 Read observations from the defined file. 

 Read ARMA parameters obtained by using the program package. 

 Calculate 
j 's from the estimated model. 

 Use
2ˆ
a  and obtain 

tê ’s and find outliers. 

 Read critical values C which can be 3.00, 3.50, and 4.00. 

 Do; 

1. Calculate 
2ˆ
a from the 

tê ; 

2. Increase the current value by one; 

3. Calculate the
T.1 ,

T.2  which define the data effects; 

4. If CT .1 , display outlier position and IO; 

5. If CT .2 , display outlier position and AO.   

6. Otherwise, there is no outlier. Stop. 

7. Calculate the effect of IO and AO and update these effects on observations. 
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8. Calculate new Tê ’s for updated observations, 

 End Do. 

Read updated new observations and perform new algorithms again [43]. 

3.8. Outlier Detection Flowchart 

An algorithm flowchart demonstrating the error detection process on datasets is presented in 

Figure 1. The software for this flowchart is a method called iterative procedure determined to be the 

most effective method among outlier detection processes. This method is converted into a module with 

C# programming language and the error outlier detection process is performed [12]. 

In this method, observational data is read into the statistical program package (MINITAB) and 

the time series model parameters and residuals for each observation (et) are obtained. Following this 

transaction, a software program that conducts error detection on data is used and the detection process 

is initiated. The detection process continues iteratively until no errors are present in the series. When all 

erroneous observations on the series are eliminated, the software operation is also concluded. As a result 

of this process, variance and parameter values change and the model is indirectly optimized. 

 
Figure 1. Outlier Detection Algorithm Flowchart 
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4. Conclusion 

By electronic records in hospitals, the most effective and efficient healthcare services are given 

to the patients within the shortest time. Additionally, hospital staff have less workload and be less likely 

to make mistakes [44]. On the other hand, there are always risks during the application of information 

systems. Risks that enable access from abstract datasets to significant information systems are usually 

data-driven risks. Especially during the COVID-19 pandemic process, the risks that may arise due to the 

mistakes of health personnel have become very important. Such risks can be eliminated. Thus, a control 

process on data sets is certainly required. Through these processes, it is possible to attain more minimal 

variance values, more objective parameter estimations, and more effective models. It will thus be 

possible to have more effective and accurate datasets by using the results obtained from these models. 

In addition, even though there are human-induced risks on data, these data can be corrected and rendered 

more suitable to acquire information. Human-driven or data-driven risks on data may also result in 

wrong model parameters. Such aberration may be so high that the model format may sometimes entirely 

change. In this respect, the natural result of human or data-induced errors in data is the selection of 

wrong models, which appears as model risk. In line with these inferences, it is considered that the 

following results and suggestions are noteworthy: 

• Data-induced errors are natural. The effects of these data are also natural. For example, it occurs 

when a patient contracts a virus without realizing and some of his/her values are different than expected. 

Effects on data continue in a decreasing manner until the patient clears the virus from his/her body. 

According to the scientific literature, it is the researcher's choice to eliminate or not eliminate these 

effects, because probable natural aberrations in models are inherent in modeling. 

• Human-driven risks are easier to detect in data. Such data is called "contaminated", which is 

"infected", in the literature. They occur when a data entry operator enters the data erroneously while 

transferring them into the system. Such effects must definitely be estimated and separated from data. 

Moreover, these effects cause a shock on variance and parameter estimations. In recent studies, outlier 

detection studies were mostly based on human-induced outliers  

• The effect of data-induced risks on the model is normal, while the effect of human-induced risks 

on the model is abnormal and has to be eliminated.  

• Prior to data modeling, data must be observed using graphs called scatter diagrams and an 

appropriate model must be investigated on graphs. It will thus be possible to obtain healthier results in 

terms of parameter estimations.  

• These kinds of error debugging analyses optimize the parameters and make the models stronger 

and more dynamic.  

• In order to receive the expected benefits from information systems, it must be ensured that data 

are healthy as it is, so to speak, the nutrients of such systems. It must be remembered that however 

perfectly a system operates, if it is fed erroneous data, then the results attained will be far from becoming 

information.  

• Informed and qualified personnel must be employed for the achievement of all these goals and 

the improvement and control of information systems. It is a prerequisite, even though costly, for 

organizations to achieve a competitive power.  

Secure hospital information systems cost high. However, this cost is only for a short period of 

time. In the long term, their benefits outweigh the costs for organizations. 

In the present study, a method based on the statistical time series approach and Box-Jenkins model 

was implemented to detect the errors in data used in the detection of Covid-19 symptoms. Outlier data 

was detected with an iterative error detection process which has been developed with C# programming 

language and is also an information system. An improvement in mean squares of error and a reduction 
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in variance were observed as a result of replacing outliers with estimated data by using the method. 

These results depict that the proposed method is successful in detecting the errors in time series data and 

replacing such data with estimated data. It was determined that problems induced by data outliers can 

be reduced by applying the proposed method to health information systems such as the detection system 

of Covid-19 symptoms. In future studies, if there is sufficient data on Covid-19 tests, the method here 

can be applied to detect and correct outliers. 
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