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Abstract: This paper aims to solve the fractional differential equations (FDEs) with operational matrix method by Hermite poly-
nomials in the sense of Caputo derivative. For this purpose, we attempt to re-define the FDEs with a set of algebraic equations
with initial conditions which simplifies the complete problem. We achieve either exact or approximated solutions by solving these
algebraic equations with the proposed method. To indicate the efficiency of the proposed method, various illustrative examples
are solved.
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1 Introduction

Fractional calculus has been successfully exploited to model a wide range of real-world scientific problems using efficient mathematical models
[1]-[2]. The most common application areas are cited in [3]-[5]. Fractional differential equations (FDEs) have been recently gaining a significant
interest in science and engineering domain due to its lightweight structure to be directly applied to such a practical problem [6]. Many studies
have focused on the fast and efficient solution of the FDEs. A popular method for solving the multi-term FDEs is known as operational
matrix with many types of orthogonal polynomials. Typical examples with these polynomials are Chebyshev [7], Jacobi [8], Shifted-Jacobi [9],
Shifted-Legendre [10] and Bernoulli [11].
In the operational matrix method, the basic idea is to create a set of algebraic equations to solve the FDEs easily. An operational matrix is
created from these equations. This method is easy to be implemented and provides efficient solutions. In this paper, the operational matrix of
fractional derivative is derived with Hermite polynomials, in order to solve multi-term FDEs with initial conditions. The method is based on
the Caputo derivative. The performance of the proposed method is tested via a number of illustrative examples. The main advantage of the
method is its high speed which requires only a few number of step for solution. Therefore, the complexity level of the solution is low which
makes it practical. We also consider the FDEs with non-polynomials solution making the proposed method more reliable. Another important
feature of this work is that there is a big gap in literature for Hermite operational matrix which is fulfilled by this work. The details of the paper
is presented in the following sections.

2 Method of the Solution

2.1 Hermite Polynomials Operational Matrix

In order to solve FDEs, we use Hermite operational matrix [12]. Operational matrix is formed by Caputo derivative on Hermite analytical
formula such that:

Hi(x) =

b i
2 c∑

k=0

(−1)k(2x)i−2k

k!(i− 2k)!
, x ∈ (−∞,∞) (1)

and by taking the Caputo derivative it will be:

DvHi(x) =

bi/2c∑
k=0

(−1)ki!Dv(2x)i−2k

k!(i− 2k)!
. (2)

and the formula for Dvxi−2k is

Dv(xk) =
Γ(k + 1)x(k−v)

Γ(k − v + 1)
(3)

© CPOST 2020 87



defined with Gamma functions. For (x)(i−2k−v) we use Hermite truncated series function approximation, then it is:

xi−2k−v =

N∑
j=0

cjHj(x). (4)

From Eq.4 cj coefficients can be found with integral formula. Finally we obtain the operational matrix formula as below:

Ωv(i, j) =

b i−bvc2 c∑
k=0

1

2jj!
√
π

bj/2c∑
r=0

(−1)(k + r)2(i−2k+j−2r)i!j! Γ(i−2k+j−2r+1)
2

(j − 2r)!k!r!Γ(i− 2k + 1− v)
, j = 0, 1, ..., N (5)

2.2 Method with Operational Matrix

The fractional differential equations form we solve is:

Dvu(x) =

k∑
i=1

γiD
βju(x) + γk+1u(x) + g(x) (6)

which is combined with the initial conditions given below

u(i)(0) = di, i = 0, 1, ...,m− 1. (7)

where i takes real consecutive constants ranging from 0 to 1 , ... , k, m− 1 < v < m and 0 < β1 < β2 < ... < βk < v and g(x) is the source
function given. For solving the initial value problem (6)-(7), u(x) and g(x) functions approximated by Hermite polynomials as below:

u(x) =

N∑
i=0

ciHi(x) = CTφ(x) (8)

and

g(x) =

N∑
i=0

giHi(x) = GTφ(x) (9)

These functions matrix forms is used for solving the problem. When each matrix form is substituted in Eq.6 the final form of the equation isCTD(v) − CT
k∑
j=1

γjD
βj − γk+1C

T −GT
φ(x) = 0 (10)

obtained. Then by solving this equation by Tau method we have N −m+ 1 equations. The conditions matrix forms is given

ui(0) = CTDi(0) (11)

and by considering the equations m+ 1 equations obtained. Together with the equations from Eq. 10 and the equations from Eq.11 N + 1
equations obtained at the end. By solving this equation system the unknown coefficients cj is obtained. By putting cj into the solutions form
given in Eq. 8 the approximate solution is obtained.

3 Numerical Solutions

Example 1. First example is an initial value problem with these conditions

D2u(x) +
8

5
D3/2u(x)− 1

4
u(x) =

1

4
x2 − 1

4
x− 8

5

√
x√
π
, u(0) = 0, u′(0) = 1 (12)

This problem is solved exactly with
u(x) = x(1− x).

The matrix of derivatives are given below:

D(2) =

 0 0 0
0 0 0
8 0 0

 D(3/2) =

 0 0 0
0 0 0

3.1205 2.3081 0.3901


By putting them into the Eq.12 we get the unknown coefficients as:[

c0 c1 c2
]

=
[
−0.5 0.5 −0.25

]
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Then the approximate solution offered in this method and the exact solution will be found the same as

u(x) = CT .Φ(x) = x(1− x). (13)

Example 2. Second example is given as:

Dαu(x) + u(x) = 0, 1 < α < 2, u(0) = 1, u′(0) = 0 (14)

with conditions and this problem is solved exactly when α = 1 and it is

u(x) =

∞∑
k=0

−xαk

Γ(αk + 1)
.

This example is solved for N = 4 and α = 1.5 we get the operational matrix as

D(3/2) =


0 0 0 0
0 0 0 0

3.1205 2.3081 0.3901 −0.0962 −0.0244
2.3081 7.0211 4.3278 0.6826 −0.1623
−7.4892 9.2325 14.0422 5.7703 0.6826


After applying the method proposed we get cj as:

CT =
[

0.5464 0.1391 −0.1692 0.0232 0.0096
]

uN (x) = 1− 1.1376x2 + 0.1856x3 + 0.1536x4 (15)

For α = 1.5 the exact and the approximate solutions is given as below:

Fig. 1: for α = 1.5 the approximate and exact solutions

Example 3. Third example is

D
3
2 u(x) + u(x) = σ

3
2 eσx + 3eσx, u(0) = 1, u′(0) = σ (16)

The exact solution of the example is
u(x) = eσx

The example is solved for N = 2 and after some steps of proposed method done, the approximate solution is found as:

u(x) = 1 + 0.2x+ 0.04x2 (17)

And the figure is given for the approximate and exact solution below:
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Fig. 2: For σ = 0.2 the exact and approximate solutions

4 Conclusion

In this paper, an explicit derivation of operational matrix of fractional derivation by Hermite polynomials is presented. It aims to solve fractional
differential equations with Caputo sense. Linear form of fractional differential equations is considered which is subject to initial conditions. We
simplify the whole problem by converting the fractional differential equations into a group of algebraic equations. By solving these algebraic
equations, we achieve exact or approximated solutions. We test the performance of the proposed method by solving some numerical examples,
presenting high accurate results.
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