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# The Double ( $\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}$ )-Expansion Method and Its Applications for Some Nonlinear Partial Differential Equations 
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ABSTRACT: The double ( $\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}$ )-expansion method is used to find exact travelling wave solutions to the fractional differantial equations in the sense of Jumarie's modified Riemann- Liouville derivative. We exploit this method for the combined KdV - negative-order KdV equation (KdV-nKdV) and the Calogero-Bogoyavlinskii-Schiff equation (CBS) of fractional order. We see that these solutions are concise and easy to understand the physical phenomena of the nonlinear partial differential equations. These solutions can be shown in terms of trigonometric, hyperbolic and rational functions.
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## INTRODUCTION

In the past decade, partial differential equations (PDEs) and fractional differential equations (FDEs) have been intensively studied popular subjects among the scientists. FDEs are a generalization of classical differential equations of integer order. The traveling wave solutions of nonlinear partial differential equations (NLPDEs) hold an important place in applied mathematics, physics and engineering. These equations are mathematical models of a physical phenomenon. Therefore, it is very important to obtain the traveling wave solutions of NLPDEs (İnan et al., 2017). These solutions give information about the behaviour of the physical event. The FDEs have interesting structures that deals with many phenomena in physics, chemistry and engineering, for example; in fluid flow, plasma waves, mechanics, solid state physics, oceanic phenomena, atmospheric and so on. Many researchers have been proposed various different methods to find solutions for nonlinear fractional differential equations, and they discovered many useful methods in order to find exact solutions of FDEs. Namely, the sine-cosine method (Taşcan and Bekir, 2009), the homogeneous balance method (En-Gui and Hong-Qing, 1998; Wang et al., 1996), the hyperbolic tangent expansion method (Yang et al., 2001), the tanh-function expansion method (Fan, 2000), the exponential function method (He and Wu, 2006), fractional subequation method (Guo et al., 2012; Lu, 2012), the double ( $\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}$ )-expansion method (Li et al., 2010), the sub-ODE method (Zhang et al., 2006; Wang et al., 2007), the theta function method (Fan,2002), the differential transformation method (Odibat and Momani, 2008; Ekici and Ayaz, 2017), F-expansion method (Wang and Zhou, 2003; Wang and Li, 2005), the homotopy anlysis method (Arafa et al.,2011), and so on.

In this paper, we use the double ( $\left.\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}\right)$-expansion method to obtain solutions to the fractional partial differential equations in the sense of modified Riemann-Liouville derivative by Jumarie (Jumarie, 2006). The importance of this double ( $\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}$ )-expansion method is that the exact travelling wave solutions of nonlinear PDEs can be expressed by a polynomial in two variables, $\left(G^{\prime} / G\right)$ and $(1 / G)$, in which $G=G(\xi)$ satisfies a second order linear ordinary differential equation (LODE), namely $G^{\prime \prime}(\xi)+\lambda G(\xi)=\mu$, where $\lambda$ and $\mu$ are constants. Hence the double $\left(\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}\right)$-expansion method can be considered as a generalisation of the $\left(G^{\prime} / G\right)$-expansion method. The $\alpha$ order of modified Riemann-Liouville derivative is defined as ( $n \geq 1$ )

$$
D_{t}^{\alpha} f(t)=\left\{\begin{array}{ll}
\frac{1}{\Gamma(-\alpha)} \int_{0}^{t}(t-\xi)^{-\alpha-1}[f(t)-f(0)] d \xi & \alpha<0 \\
\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{0}^{t}(t-\xi)^{-\alpha}[f(\xi)-f(0)] d \xi & 0<\alpha<1 \\
\left(f^{(n)}(t)\right)^{(\alpha-n)} & , \quad n \leq \alpha<n+1
\end{array},\right.
$$

where $f: \mathbb{R} \rightarrow \mathbb{R}, t \rightarrow f(t)$ is a continuous function and $\Gamma(\alpha)$ is the gamma function defined as:

$$
\Gamma(\alpha)=\lim _{n \rightarrow \infty} \frac{n^{\alpha} n!}{\alpha(\alpha+1)(\alpha+2) \ldots(\alpha+n)}
$$

Many interesting properties are known to the Jumarie's modified Riemann-Liouville derivative such as;

$$
\begin{aligned}
& \text { - } D_{t}^{\alpha} t^{r}=\frac{\Gamma(1+r)}{\Gamma(1+r-\alpha)} t^{r-\alpha} \\
& \text { - } D_{t}^{\alpha}(f(t) g(t))=g(t) D_{t}^{\alpha} f(t)+f(t) D_{t}^{\alpha} g(t)
\end{aligned}
$$

$$
\text { - } D_{t}^{\alpha} f(g(t))=f_{g}^{\prime}[g(t)] D_{t}^{\alpha} g(t)=D_{g}^{\alpha} f[g(t)]\left(g^{\prime}(t)\right)^{\alpha}
$$

The derivative of $\alpha$ constant is zero, in the sense of modified Riemann-Liouville derivative of order $\alpha$. This derivative can be applied to the other functions no matter it is differentiable or not.

We organize the rest of this paper as follows; in section 2 , we describe the double ( $\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}$ )expansion method and give some properties of the method. In section 3, we deduce exact travelling solutions for the combined KdV-negative-order KdV equation and the Calogero-Bogoyavlinskii-Schiff equation. Finally, a summary and further suggestion of this work is also given in the conclusion.

## MATERIALS AND METHODS

In this section, we give a description for the double ( $\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}$ )-expansion method in order to find traveling wave solutions of nonlinear evolution equations (NLEEs). First of all, the second-order linear ordinary differential equation (LODE) is given as (Li et al., 2010)

$$
\begin{equation*}
G^{\prime \prime}(\xi)+\lambda G(\xi)=\mu \tag{1}
\end{equation*}
$$

and we define the $\phi$ and $\psi$ as in the following form

$$
\begin{equation*}
\phi=G^{\prime} / G, \quad \psi=1 / G \tag{2}
\end{equation*}
$$

and the derivatives can be written as

$$
\begin{equation*}
\phi^{\prime}=-\phi^{2}+\mu \psi-\lambda, \quad \psi^{\prime}=-\phi \psi \tag{3}
\end{equation*}
$$

The solution of the equation 1 can be written in three different cases, depends on the parameter $\lambda$ 's sign. These cases are derived as follows;

Case 1: For $\lambda<0$, we have the general solution for the equation 1

$$
\begin{equation*}
G(\xi)=n_{1} \sinh (\sqrt{-\lambda} \xi)+n_{2} \cosh (\sqrt{-\lambda} \xi)+\frac{\mu}{\lambda}, \tag{4}
\end{equation*}
$$

where are $n_{1}$ and $n_{2}$ are the constants of the integration. Thus, substituting equation 4 into equation 2 and using equation 3 , we get

$$
\begin{equation*}
\psi^{2}=\frac{-\lambda\left(\phi^{2}-2 \mu \psi+\lambda\right)}{\lambda^{2} \rho+\mu^{2}}, \tag{5}
\end{equation*}
$$

where $\rho=n_{1}^{2}-n_{2}^{2}$.
Case 2: For $\lambda>0$, we have the general solution for the equation 1

$$
\begin{equation*}
G(\xi)=n_{1} \sin (\sqrt{\lambda} \xi)+n_{2} \cos (\sqrt{\lambda} \xi)+\frac{\mu}{\lambda} \tag{6}
\end{equation*}
$$

where $n_{1}$ and $n_{2}$ are the constants of the integration. Thus, substituting equation 6 into equation 2 and using equation 3 , we get

$$
\psi^{2}=\frac{\lambda\left(\phi^{2}-2 \mu \psi+\lambda\right)}{\lambda^{2} \rho-\mu^{2}}
$$

where $\rho=n_{1}^{2}+n_{2}^{2}$.

Case 3: For $\lambda=0$, we have the general solution for the equation 1

$$
\begin{equation*}
G(\xi)=\frac{\mu}{2} \xi^{2}+n_{1} \xi+n_{2} \tag{7}
\end{equation*}
$$

where $n_{1}$ and $n_{2}$ are the constants of the integration. Again, substituting equation 7 into equation 2 and using equation 3 , we get

$$
\psi^{2}=\frac{\left(\phi^{2}-2 \mu \psi\right)}{n_{1}^{2}-2 \mu n_{2}}
$$

Next, our main interest is to apply the double $\left(\frac{G^{\prime}}{\boldsymbol{G}}, \frac{\mathbf{1}}{\boldsymbol{G}}\right)$-expansion method to the general nonlinear evolution equation. Suppose that $u=u(x, y, t)$ is an unknown function depends on the $x, y$ and $t$ variables, and we define the polynomial $P$ in $u(x, y, t)$ and its various order partial derivatives with nonlinear terms as

$$
\begin{equation*}
P\left(u, u_{t}, u_{x}, u_{y}, u_{t t}, u_{x x}, u_{y y}, u_{x t}, u_{x y} \ldots\right)=0 \tag{8}
\end{equation*}
$$

In order to solve equation 8 , we use the following steps :
Step 1: We assign a new transformation such that

$$
\begin{equation*}
u(x, y, t)=U(\xi), \quad \xi=x+y-s t+\xi_{0} \tag{9}
\end{equation*}
$$

where $\xi_{0}$ is a constant and $s$ is the velocity of traveling wave. The transformation in equation 9 transforms equation 8 into an ordinary differential equation (ODE) for $u=U(\xi)$, in the following form

$$
\begin{equation*}
Q\left(U,-s U^{\prime}, U^{\prime}, s^{2} U^{\prime \prime}, U^{\prime \prime}, \ldots\right)=0 \tag{10}
\end{equation*}
$$

where $U(\xi)$ and its derivatives with respect to $\xi$ are the elements of the $Q$ polynomial.
Step 2: Next we assume that the solution of equation 10 can be expressed in terms of polynomials $\phi(\xi)$ and $\psi(\xi)$ as:

$$
\begin{equation*}
U(\xi)=\sum_{i=0}^{N} a_{i} \phi^{i}+\sum_{i=1}^{N} b_{i} \phi^{i-1} \psi, \tag{11}
\end{equation*}
$$

where $G=G(\xi)$ satisfies equation 1 , and $a_{i}(i=0,1 \ldots N), b_{i}(i=1,2 \ldots N), s, \lambda$ and $\mu$ are constants to be determined later. To find the value of $N$, we use the homogeneous balance method.

Step 3: Having find the value of $N$, we substitute equation 11 into equation 10 and using equation 3 with equation 5 (as in the case 1 ), the equation 10 will be changed into a polynomial of $\psi^{j}$ and $\phi^{k}$, where the degree is $j \leq 1$ and $0 \leq k \leq n, n$ is any integer. Hence by equating the same powers of the polynomials in the resulting equation to zero, gives a system of algebraic equations in $a_{i}(i=0,1 \ldots N)$, $b_{i}(i=1,2 \ldots N), s, \lambda(\lambda<0), \mu, n_{1}$ and $n_{2}$.
Step 4: In order to solve the algebraic equations that we deduced in Step 3, we make use the computer software programme to get easily access to the solution. If there is a possible solution, we obtain values for $a_{i}, b_{i}, s, \lambda(\lambda<0), \mu, n_{1}$ and $n_{2}$. Having substitute these values into the equation 11 , hence we obtain
the traveling wave solution for the equation 10 in terms of hyperbolic functions for the case 1 . Next, we transform the variables back which we used in equation 9 and we obtain the solution for the nonlinear partial differential equation in equation 8 . In order to get solutions for the cases 2 and 3 , similarly step 3 and step 4 can be applied to obtain the traveling wave solutions of equation 10 (i.e. equation 8 ), in terms of trigonometric functions and rational functions respectively.

## RESULTS AND DISCUSSION

In this section we apply the double ( $\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}$ )-expansion method that we mentioned in the previous section for the combined KdV- negative order KdV equation (KdV-nKdV) and the Calogero-Bogoyavlinskii-Schiff equation (CBS) of fractional order.

## The combined KdV- negative-order KdV equation

The combined KdV-nKdV equation is (Wazwaz, 2018)

$$
\begin{equation*}
u_{t}+6 u u_{x}+u_{x x x}+u_{x x t}+4 u u_{t}+2 u_{x} \partial_{x}^{-1}\left(u_{t}\right)=0 . \tag{12}
\end{equation*}
$$

We make the following transformation to the equation 12

$$
u(x, t)=v_{x}(x, t)
$$

hence we get the following equation

$$
\begin{equation*}
v_{x t}+6 v_{x} v_{x x}+v_{x x x x}+v_{x x x t}+4 v_{x} v_{x t}+2 v_{x x} v_{t}=0 \tag{13}
\end{equation*}
$$

Now we apply the double $\left(\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}\right)$-expansion method to the equation 13 . Suppose that

$$
\begin{equation*}
v(x, t)=V(\xi), \quad \xi=x-s t+\xi_{0}, \tag{14}
\end{equation*}
$$

where $s$ and $\xi_{0}$ are constants with $s \neq 0$. Substituting equation 14 into equation 13 , reduces to the nonlinear ordinary differential equation

$$
\begin{equation*}
-s V^{\prime \prime}+6 V^{\prime} V^{\prime \prime}+V^{(4)}-s V^{(4)}-4 s V^{\prime} V^{\prime \prime}-2 s V^{\prime \prime} V^{\prime}=0 \tag{15}
\end{equation*}
$$

where $V^{\prime}=\frac{d V}{d \xi}$. Integrating equation 15 once and substituting $V^{\prime}=U$ back, gives the following ODE equation

$$
\begin{equation*}
c+s U+(s-1)\left(U^{\prime \prime}+3 U^{2}\right)=0 \tag{16}
\end{equation*}
$$

In order to find $N$, we use homogeneous balance method, such as balancing the terms $U^{\prime \prime}$ and $U^{2}$ in equation 16, gives $N=2$, hence, from equation 11 we get

$$
\begin{equation*}
U(\xi)=a_{0}+a_{1} \phi(x)+b_{1} \psi(x)+a_{2} \phi^{2}(x)+b_{2} \phi(x) \psi(x) . \tag{17}
\end{equation*}
$$

Next we substitute the equation 17 into equation 16 and equating the same powers of the polynomials $\phi(x)$ and $\psi(x)$ in the resulting equation to zero, gives a system of algebraic equations. Solving these equations with the help of the mathematical programme Maple, we find the following solutions for $c, b_{j}(j=1,2), a_{i}(i=0,1,2):$

Case 1: For $\lambda<0$, we get

$$
a_{0}=\frac{5 \lambda(s-1)+s}{6(1-s)}, a_{1}=0, a_{2}=-1, b_{1}=\mu, b_{2}=\sqrt{\frac{\lambda^{2} \rho-\mu^{2}}{\lambda}}, c=\frac{\lambda^{2}(s-1)^{2}-s^{2}}{12(1-s)} .
$$

Substituting these results into equation 17, we obtain the following solutions of equation 16

$$
\begin{gather*}
U(\xi)=\frac{5 \lambda(s-1)+s}{6(1-s)}-\left(\frac{n_{1} \cosh (\sqrt{-\lambda} \xi)+n_{2} \sinh (\sqrt{-\lambda} \xi)}{n_{1} \sinh (\sqrt{-\lambda} \xi)+n_{2} \cosh (\sqrt{-\lambda} \xi)+\frac{\mu}{\lambda}}\right)^{2} \\
+\frac{\mu}{n_{1} \sinh (\sqrt{-\lambda} \xi)+n_{2} \cosh (\sqrt{-\lambda} \xi)+\frac{\mu}{\lambda}} \\
+\sqrt{\mu^{2}-\lambda^{2} \rho} \frac{n_{1} \cosh (\sqrt{-\lambda} \xi)+n_{2} \sinh (\sqrt{-\lambda \xi})}{\left(n_{1} \sinh (\sqrt{-\lambda} \xi)+n_{2} \cosh (\sqrt{-\lambda \xi})+\frac{\mu}{\lambda}\right)^{2}} \tag{18}
\end{gather*}
$$

where $\xi=x-s t+\xi_{0}$ and $\rho=n_{1}^{2}-n_{2}^{2}$.
If we take $s=2, \mu=0, n_{1}=\cosh \left(\xi_{0}\right), n_{2}=\sinh \left(\xi_{0}\right)$ in equation 18 we get the hyperbolic solution for the equation 12

$$
U(\xi)=-\frac{5}{6} \lambda-\frac{1}{3}+\lambda \operatorname{coth}^{2}\left(\sqrt{\lambda} \xi+\xi_{0}\right)+i \sqrt{5} \lambda \operatorname{coth}\left(\sqrt{\lambda} \xi+\xi_{0}\right) \operatorname{csch}\left(\sqrt{\lambda} \xi+\xi_{0}\right)
$$

Case 2: For $\lambda>0$, we get

$$
a_{0}=\frac{5 \lambda(s-1)+s}{6(1-s)}, \quad a_{1}=0, \quad a_{2}=-1, \quad b_{1}=\mu, b_{2}=\sqrt{\frac{\lambda^{2} \rho-\mu^{2}}{\lambda}}, \quad c=\frac{\lambda^{2}(s-1)^{2}-s^{2}}{12(1-s)}
$$

substituting these results into equation 17 , we obtain the following solutions for the equation 16

$$
\begin{align*}
U(\xi)=\frac{5 \lambda(s-1)+s}{6(1-s)}-\lambda( & \left.\frac{n_{2} \sin (\sqrt{\lambda} \xi)+n_{1} \cos (\sqrt{\lambda} \xi)}{n_{1} \sin (\sqrt{\lambda} \xi)+n_{2} \cos (\sqrt{\lambda} \xi)+\frac{\mu}{\lambda}}\right)^{2}+\frac{\mu}{n_{2} \cos (\sqrt{\lambda} \xi)+n_{1} \sin (\sqrt{\lambda} \xi)+\frac{\mu}{\lambda}} \\
& +\sqrt{\lambda^{2} \rho-\mu^{2}} \frac{n_{1} \cos (\sqrt{\lambda} \xi)+n_{2} \sin (\sqrt{\lambda} \xi)}{\left(n_{1} \sin (\sqrt{\lambda} \xi)+n_{2} \cos (\sqrt{\lambda} \xi)+\frac{\mu}{\lambda}\right)^{2}} \tag{19}
\end{align*}
$$

where $\xi=x-s t+\xi_{0}$ and $\rho=n_{1}^{2}+n_{2}^{2}$. If we take $s=2, \mu=0, n_{1}=\cos \left(\xi_{0}\right), n_{2}=\sin \left(\xi_{0}\right)$ in equation 19 , we get the trigonometric solution for the equation 12

$$
U(\xi)=-\frac{5}{6} \lambda-\frac{1}{3}-\lambda \cot ^{2}\left(\sqrt{\lambda} \xi+\xi_{0}\right)+\sqrt{5} \lambda \cot \left(\sqrt{\lambda} \xi+\xi_{0}\right) \csc \left(\sqrt{\lambda} \xi+\xi_{0}\right)
$$

where $\xi=x-s t+\xi_{0}$.
Case 3: For $\lambda=0$, we get

$$
a_{0}=\frac{-s+\sqrt{s^{2}+12 c-12 c s}}{6(s-1)}, \quad a_{1}=0, \quad b_{1}=0, \quad a_{2}=0, \quad b_{2}=0
$$

substituting these results into equation 17 , we obtain the following solutions for the equation 16

$$
U(\xi)=\frac{-s+\sqrt{s^{2}+12 c-12 c s}}{6(s-1)}
$$

## The Calogero-Bogoyavlinskii-Schiff equation

In this section, the double $\left(\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}\right)$-expansion method is used to find new traveling wave solutions to the nonlinear Calogero-Bogoyavlinskii-Schiff equation of fractional order (Mohyud-Din and Saba, 2017). The CBS equation with the Jumarie's modified Riemann-Liouville fractional derivative (Jumarie, 2006) can be written in the following form

$$
\begin{equation*}
D_{t}^{2 \alpha} u_{x}+u_{x x x y}+4 u_{x} u_{x y}+2 u_{x x} u_{y}=0, \quad 0<\alpha \leq 1, \tag{20}
\end{equation*}
$$

where $\alpha$ is defined in Section 1. Next we transform the equation 20 into an ordinary differential equation by using the following transformation

$$
u(x, y, t)=U(\xi), \quad \xi=x+y+s \frac{t^{\alpha}}{\Gamma(\alpha+1)}+\xi_{0}
$$

where $s$ and $\xi_{0}$ are constants with $s \neq 0$. These transformations reduce the equation 20 to the following nonlinear ODE

$$
s U^{\prime \prime}+U^{(4)}+6 U^{\prime} U^{\prime \prime}=0
$$

integrating this equation gives

$$
\begin{equation*}
c+s U^{\prime}+U^{\prime \prime \prime}+3\left(U^{\prime}\right)^{2}=0 \tag{21}
\end{equation*}
$$

where $U^{\prime}=\frac{d U}{d \xi}$. Balancing the terms $U^{\prime \prime \prime}$ and $\left(U^{\prime}\right)^{2}$, gives $N=1$, hence from equation 11 we write the following solution

$$
\begin{equation*}
U(\xi)=a_{0}+a_{1} \phi(x)+b_{1} \psi(x) \tag{22}
\end{equation*}
$$

Next we substitute the equation 22 into the equation 21 and equating the same powers of the polynomials $\phi(x)$ and $\psi(x)$ in the resulting equation to zero, gives a system of algebraic equations. Solving these equations with the help of the mathematical software Maple, we find the following solutions for $s, a_{1}, b_{1}$ :

Case 1: For $\lambda<0$, we get

$$
a_{1}=1, \quad b_{1}=\sqrt{-\frac{\lambda^{2} \rho+\mu^{2}}{\lambda}}, \quad s=\lambda
$$

substituting these results into the equation 22, we obtain the following solution for the equation 20

$$
\begin{equation*}
U(\xi)=a_{0}+(\sqrt{-\lambda}) \frac{n_{1} \cosh (\sqrt{-\lambda} \xi)+n_{2} \sinh (\sqrt{-\lambda} \xi)}{n_{1} \sinh (\sqrt{-\lambda} \xi)+n_{2} \cosh (\sqrt{-\lambda} \xi)+\frac{\mu}{\lambda}}+\frac{\sqrt{-\frac{\lambda^{2} \rho+\mu^{2}}{\lambda}}}{n_{1} \sinh (\sqrt{-\lambda} \xi)+n_{2} \cosh (\sqrt{-\lambda} \xi)+\frac{\mu}{\lambda}} \tag{23}
\end{equation*}
$$

where $\xi=x+y+\lambda \frac{t^{\alpha}}{\Gamma(\alpha+1)}+\xi_{0}$ and $\rho=n_{1}^{2}-n_{2}^{2}$.
If we take $s=\lambda=-2, \mu=0, a_{0}=1, n_{1}=\cosh \left(\xi_{0}\right)$ and $n_{2}=\sinh \left(\xi_{0}\right)$ in equation 23 , we get the hyperbolic solution for the equation 20

$$
U(\xi)=1+\sqrt{2} \operatorname{coth}\left(\sqrt{2} \xi+\xi_{0}\right)+\sqrt{2} \operatorname{csch}\left(\sqrt{2} \xi+\xi_{0}\right)
$$

where $\xi=x+y-2 t+\xi_{0}$.
Case 2: For $\lambda>0$, we get

$$
a_{1}=1, \quad b_{1}=\sqrt{\frac{\lambda^{2} \rho-\mu^{2}}{\lambda}}, \quad s=\lambda
$$

substituting these results into the equation 22 , we obtain the following solution of the equation 20
$U(\xi)=a_{0}+(\sqrt{\lambda}) \frac{n_{1} \cos (\sqrt{\lambda} \xi)-n_{2} \sin (\sqrt{\lambda} \xi)}{n_{1} \sin (\sqrt{\lambda} \xi)+n_{2} \cos (\sqrt{\lambda} \xi)+\frac{\mu}{\lambda}}+\frac{\sqrt{\frac{\lambda^{2} \rho-\mu^{2}}{\lambda}}}{n_{1} \sin (\sqrt{\lambda} \xi)+n_{2} \cos (\sqrt{\lambda} \xi)+\frac{\mu}{\lambda}}$,
where $\xi==x+y+\lambda \frac{t^{\alpha}}{\Gamma(\alpha+1)}+\xi_{0}$ and $\rho=n_{1}^{2}+n_{2}^{2}$.
If we take $s=\lambda=2, \mu=0, a_{0}=1$, and $n_{1}=\cos \left(\xi_{0}\right), n_{2}=\sin \left(\xi_{0}\right)$ in equation 24 we get the trigonometric solution for the equation 20

$$
U(\xi)=1+\sqrt{2} \cot \left(\sqrt{2} \xi+\xi_{0}\right)+\sqrt{2} \csc \left(\sqrt{2} \xi+\xi_{0}\right)
$$

where $\xi=x+y+2 t+\xi_{0}$.
Case 3: For $\lambda=0$, we get

$$
a_{1}=2, \quad b_{1}=0, \quad c=0,
$$

substituting these results into the equation 22, we obtain the following solution for the equation 20

$$
U(\xi)=a_{0}+2 \frac{\mu \xi+n_{1}}{\frac{\mu}{2} \xi^{2}+n_{1} \xi+n_{2}}
$$

## CONCLUSION

In this paper, we proposed various types of travelling wave solutions for the $\mathrm{KdV}-\mathrm{nKdV}$ equation and for the Calogero-Bogoyavlinskii-Schiff equation that are successfully found by using the double ( $\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}$ )-expansion method. These solutions are rational, hyperbolic and trigonometric solutions.

The main idea of this method is to reduce the partial differential equation to an ODE by using the travelling wave transformation (equation 9), after integrating the ODE in equation 10, once or more, then express the ODE in a compact form. This ODE can be written by a $m$-th degree polynomial in terms of $\left(\mathbf{G}^{\prime} / \mathbf{G}\right)$ and $(\mathbf{1} / \mathbf{G})$, where $G=G(\xi)$ is the general solution of the second order LODE in equation 1 . In order to find the positive integer $m$, we use the homogeneous balance method, that is balancing between the highest order derivative term and nonlinear term. The coefficients of the polynomials can be obtained by solving a set of algebraic equations. Because of the tedious calculation, these equations can be solved easily by using computer software programs such as Maple and Mathematica. Generally, it is possible to find a solution of the algebraic equations.

The difference between the ( $\mathbf{G}^{\prime} / \mathbf{G}$ )-expansion method and the double ( $\left.\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}\right)$-expansion method is; if we take $\mu=0$ in equation 1 and $b_{i}=0$ in equation 11 , the double ( $\left.\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}\right)$-expansion method reduces to the $\left(\mathbf{G}^{\prime} / \mathbf{G}\right)$-expansion method. So the double $\left(\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}\right)$-expansion method is an
extension of the $\left(\mathbf{G}^{\prime} / \mathbf{G}\right)$ expansion method. The proposed method in this paper is more effective and general than the $\left(\mathbf{G}^{\prime} / \mathbf{G}\right)$-expansion method, since it gives exact solutions in general form. In summary, the advantage of the double $\left(\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}\right)$-expansion method over the $\left(\mathbf{G}^{\prime} / \mathbf{G}\right)$-expansion method is that the solutions from the first method recover the solutions from the second method.

Finally, the double $\left(\mathbf{G}^{\prime} / \mathbf{G}, \mathbf{1} / \mathbf{G}\right)$-expansion method is useful, practical, and concise method to find travelling wave solutions to the nonlinear partial differential equations, hence this method can be applied for many other nonlinear partial differential equations.
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